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Abstract: In this paper we address the problem of human action recognition within Motion Capture sequences. We introduce a method based on Gaussian Process Latent Variable Models and Alignment Kernels. We build a new discriminative latent variable model with back-constraints induced by the similarity of the original sequences. We compare the proposed method with a standard sequence classification method based on Dynamic Time Warping and with the recently introduced V-GPDS model which is able to model highly dimensional dynamical systems. The proposed methodology exhibits high performance even for datasets that have not been manually preprocessed while it further allows fast inference by exploiting the back constraints.

1 INTRODUCTION

Human action recognition is one of the most challenging applications in the field of computer vision. It requires to infer an action model from an observed motion sequence, hence it requires the solution of an inverse problem (Poggio, 1985). Furthermore, the complete modelling process is composed of several intermediate stages, namely: data acquisition, that in general requires a sophisticated technology, motion analysis and segmentation into individual actions, alignment between sequences and classification with respect to a given taxonomy. While all these stages are computationally expensive the main goal remains to obtain real-time recognition.

In this paper, we address the alignment and classification part of the complete pipeline. Namely, we assume that a sequence that captures an individual action is already available and the task is to recognize the performed action. To this end we introduce a model based on the Gaussian Process Latent Variable Model (GP-LVM) and the Back-Constrained GP-LVM introduced in (Lawrence, 2003) and (Lawrence and Quiñonero Candela, 2006) respectively, and extend it for the application of action recognition, exploiting the strength of a lower dimensional manifold. In detail, we derive a discriminative, probabilistic dimensionality reduction model for mapping motion capture sequences in a low dimensional latent space which assists the action classification process. The proposed model introduces a latent space featuring a fixed set of actions, from motion capture (MoCap) data, and constrains feature distances in data space to be suitably projected in the latent space, in order to preserve the clustering of common patterns. This ensures a discriminative power to the GP-LVM model and it also exploits the characteristic property of action sequences of being reducible to a lower dimensional manifold (Ntouskos et al., 2012).

We organize the remainder of this paper as follows: In Section 2 we briefly review recent works on action recognition based on MoCap sequences and dimensionality reduction, showing the major trends of research in this field. In Section 3 we unfold the theoretical foundation of GP-LVM on which our model is based, in Section 4 we present our discriminative model and in Section 5 we demonstrate the latent space structure recovered by the proposed model and examine its performance on human action classification. We compare our method with a sequence classification method based on Dynamic Time Warping as well as the Variational Gaussian Process Dynamical Systems (Damianou et al., 2011) recently proposed for modelling high dimensional dynamical systems. We conclude our work by discussing possible extensions.

2 RELATED WORK

The problem of human action recognition has been addressed from a plurality of perspectives that range from stochastic and volumetric to non-parametric
models, the latter being most commonly employed. Extended reviews on human motion analysis and action recognition can be found in (Aggarwal and Cai, 1999), (Moeslund et al., 2006) and (Turaga et al., 2008).

A distinctive branch of research concerns approaches that address the problem of modelling and recognizing human motion by learning the structure of the low dimensional manifold where it resides, and by recovering a mapping between the high dimensional observations and the manifold. Our focus mainly resides onto this category of methods and in particular to those wherein actions have been captured as MoCap sequences, a data representation that has lately been gaining momentum and led to the proliferation of human action repositories. In the following, we briefly review a number of works that are representative of this area and within the same spirit of the proposed approach.

In (Gong and Medioni, 2011) the authors consider MoCap sequences and they learn the structure of a unidimensional smooth manifold by applying the tensor voting technique (Mordohai and Medioni, 2010). A motion distance score is used to compute the similarity between the actions recorded in two different sequences. The setting provides the possibility to compare also actions extracted from videos with actions taken from MoCap sequences.

In (Zhang and Fan, 2011) the authors consider a two dimensional manifold with a toroidal topology in order to estimate human motion. They build on the idea of Gaussian Process Latent Variable Models (GP-LVM) (Lawrence, 2003) to identify a manifold which jointly captures gait and pose, via three different models. They introduce a new model (JGPM) which they compare to two constrained latent variable models based on GP-LVM and Local Linear GP-LVM (Urtasun et al., 2008) respectively.

In (Taylor et al., 2006) the authors propose a non-linear generative model for human motion data that considers binary latent variables. The introduced architecture makes on-line inference efficient and allows for a simple approximate learning procedure. The method’s performance is evaluated by synthesizing various motion sequences and by performing online filling in of data lost during motion capture.

Following a different perspective, in (Sheikhl et al., 2005) the authors explore the space of actions, spanned by a set of action-bases, to identify some action invariants with respect to viewpoint, execution rate and subject’s body shape. Action recognition is performed for a constrained set of actions and the results show that it is possible to correctly classify most of these actions using the proposed method.

The redundancy of the original representation of MoCap sequences is also exploited in (Li et al., 2010) where a compressive sensing method is introduced. The authors argued that human actions are sparse in the action space domain as well as the time domain, and therefore they sought a sparse representation. The introduced sparse representation could assist in different applications regarding MoCap data like motion approximation, compression, action retrieval and action classification.

Finally, in (Yao et al., 2011) (see also (Yao et al., 2010) and (Waltisberg et al., 2010)) the authors examine whether and to what extent the use of information about the subject’s pose assists recognition. In this case, several pose-based features are used, based on the relative pose features introduced in (Müller et al., 2005) and (Müller, 2007). Their results suggest that knowing the pose of the subject leads to better results, in terms of classification rate. It is also shown, that pose based features alone are usually sufficient, as their combination with appearance based features did not appear to increase classification rate.

3 GAUSSIAN PROCESS LATENT VARIABLE MODELS

A Gaussian process is a collection of random variables such that any finite collection of them has a Gaussian distribution (Rasmussen and Williams, 2006). Namely, a random variable of a Gaussian process is \( f(x) = \mathcal{G}(\mu(x), k(x,x)) \), with \( \mu \) and \( k(x,x') \) the mean and covariance function of the process respectively, indexed over the set \( X \) of all the possible inputs. The Gaussian process is a non parametric prior for the random variable \( f(x) \) where \( x \) is the deterministic input, as it is assumed to be observed. Gaussian processes have been successfully used for both regression and classification tasks.

In (Lawrence, 2003) it is shown that Principal Component Analysis (PCA) can be interpreted as a product of Gaussian processes mapping latent-space points to points in data-space, when the covariance function is linear; instead, when a non-linear covariance function is used such as an RBF kernel then the mapping is non-linear. Lawrence shows the advantages in using Gaussian Processes Latent Variable Models (GP-LVM); for example, for optimization purposes, the data can be divided in active and inactive, according to some rule. Then, since points in the inactive set project into the data-space as Gaussian distributions, due to the properties of the variance the likelihood of each data point can be optimized independently.
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Learning amounts to maximizing the likelihood
with respect to the position of the latent variables \( X \)
and \( \theta \), the parameters of the kernel:

\[
L(X, \theta) = -\frac{d}{2} \log |K| - \frac{1}{2} \text{Tr} (K^{-1}YY^\top)
\]

In order to optimize the non-linear model, it is
necessary to initialize the model by setting the initial
values for the positions of the latent-space points, and
the hyperparameters of the model as well as perform

an iterative minimization of the objective function, by
using a gradient based optimization algorithm. As the
model is non-linear, it is subject to local-minima, so
the initialization of the positions of the latent-space
points is crucial. When non-linear dimensionality re-
duction methods are used for the initialization, like lo-
cal linear embedding (LLE) (Roweis and Saul, 2000)
or ISOMAP (Tenenbaum et al., 2000), it is expected
that the structure of the manifold is more accurately
recovered. GP-LVM have been exploited in many ap-
lications as for example in (Urtasun et al., 2006),
(Urtasun and Darrell, 2007), (Urtasun et al., 2008)
and (Wang et al., 2006).
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BACK-CONSTRAINED GP-LVM

As mentioned in the previous sections, models from
the family of GP-LVM methods are well suited for predi-
cecting missing values or missing samples of time
sequences. However, they do not seem to perform
equally well when they are used for clustering and
classification problems, particularly for time-series
data. This handicap of the classical GP-LVM methods
can be also witnessed by observing the latent-space
representations of the data.

One can notice that recovering the structure of
a common latent-space of a set of sequences, their
latent space representations are scattered across the
latent-space and no relation is evident between se-
quences corresponding to the same action. This is due
to the fact that standard GP-LVM models do not pro-
vide a mechanism to encourage neighboring points
to be placed closer to each other in the latent-space,
while the same also holds at the level of individual
sequences.

In cases where local distances in data-space pro-
vide some information regarding the intra-class vari-
ation, these can be directly used in the GP-LVM
model, in order to provide a common latent-space rep-
resentation better suited for classification purposes.
Lawrence and Quiñonero-Candela in (Lawrence and
Quiñonero Candela, 2006) have introduced Back-
Constrained GP-LVM which considers local dis-
tances in the data-space. The GP-LVM model pro-
vides a direct mapping from the latent-space to the
data-space by means of a product of Gaussian pro-
tesses. Each of these processes refers to a different
dimension of the data-space and it is governed by the
coordinates of the latent-points. In order to obtain a
smooth mapping in the opposite direction, the authors
in (Lawrence and Quiñonero Candela, 2006) propose
to construct this mapping by means of a kernel based

![Figure 1: Rendered poses of a subject performing a “fighting” action taken from a MoCap sequence (courtesy of (mocapdata.com, 2011)).](image-url)
regression. Adopting this technique, the latent points are constrained to be the product of a smooth mapping from the data-space. This enforces small distances in data-space to lead to small distances between the neighboring points in the latent-space. The smoothness of the mapping from the data-space to the latent-space is determined by the kernel function. An interesting property in the construction of an inverse mapping from the data-space to the latent-space, is the possibility to estimate the latent-position of a new data point without the need of re-optimisation.

The previous method cannot be directly applied on data originating from sequences, as it is expected that individual elements of a sequence do not provide sufficient information regarding the characteristics of the entire sequence. Building on the same principle, namely the use of local distances in the data-space as back-constraints, we formulate a GP-LVM variant which considers entire sequences rather than individual data points.

Before introducing our model, we briefly review the Dynamic Time Warping (DTW) algorithm, as well as a set of sequence alignment kernels based on DTW and its variations, which will be used for the derivation our model.

4.1 Dynamic Time Warping and Sequence Alignment Kernel

Dynamic Time Warping is used to match two time dependent sequences by nonlinearly warping the one against the other. Let us consider two vector sequences $\mathbf{Y} = (y_1, \ldots, y_N)$ with $N \in \mathbb{N}$ and $\mathbf{Z} = (z_1, \ldots, z_M)$ with $M \in \mathbb{N}$. Each vector in the sequence belongs to a $n$-dimensional feature space $\mathcal{F}$ so $y_n, z_m \in \mathcal{F}$. A local distance measure is defined to compare a pair of features, provided by an appropriate kernel function:

$$\kappa : \mathcal{F} \times \mathcal{F} \rightarrow \mathbb{R}^+$$

(4)

A warping path is a sequence $p = (p_1, \ldots, p_L)$ where each element is a tuple $p_l = (n_l, m_l)$. The total cost of a warping path $p$, according to the predefined distance measure, is:

$$c_p(\mathbf{Y}, \mathbf{Z}) = \sum_{l=1}^{L} \kappa(y_{n_l}, z_{m_l})$$

(5)

The Dynamic Time Warping distance between two sequences is defined as the minimal total cost among all possible warping paths. To obtain this value we have to solve the following optimization problem:

$$DTW(\mathbf{Y}, \mathbf{Z}) = \min_{p} \{ c_p(\mathbf{Y}, \mathbf{Z}) \}$$

(6)

We can also identify an optimal warping path (not necessarily unique):

$$p^* = \arg\min_{p} \{ c_p(\mathbf{Y}, \mathbf{Z}) \}$$

(7)

The DTW distance is well-defined, even though there may exist many warping paths of minimal total cost. Moreover, it is symmetric if the distance measure is also symmetric but it does not define a proper metric, as it does not satisfy the triangle inequality. In order to apply DTW on MoCap sequences, we must first define the local cost measure $\kappa$. Two popular choices are to use the sum of the geodesic distances between the unit-quaaternions representing the joint angles, as well as the optimal alignment distance between the three dimensional positions of the joints (Müller, 2007).

Based on the notions of the DTW distance and the optimal warping path, alignment kernels have been proposed which consider entire sequences as a whole ((Shimodaira et al., 2001), (Balhmann et al., 2002) and (Cuturi et al., 2006)).

4.2 Sequence Back-constrained GP-LVM

In order to be able to ensure that data instances, which are close to each other in the data-space, are mapped to positions which are close also in the latent-space, we apply a similarity measure for comparing different sequences and identify a characteristic feature, summarizing the entire sequence. Once these conditions are accommodated, we can enforce a clustering of the sequences in the latent-space, governed by their respective similarity, which will enable a more accurate classification of a new sequence.

Here we consider that each frame of a motion sequence is represented as a $d$-dimensional array. An entire sequence, with index $s$, is represented thus by a set of $d$ dimensional arrays of cardinality $L_s$, forming a matrix $\mathbf{Y}_s \in \mathbb{R}^{L_s \times d}$. A collection of $S$ motion sequences is represented as the concatenation of the respective sub-matrices forming the data-matrix $\mathbf{Y} \in \mathbb{R}^{N \times d}$, with $N = \sum_{s=1}^{S} L_s$. The set $\mathcal{J}$ contains the indices of the $s^{th}$ sequence in the data matrix. The corresponding representation of the data-points in the $q$ dimensional latent-space form a matrix $\mathbf{X} \in \mathbb{R}^{N \times q}$. We also consider the coordinates of the centroid of the latent-space representation of the $s^{th}$ sequence, defined as:

$$\mu_{eq} = \frac{1}{L_s} \sum_{n \in \mathcal{J}_s} x_{eq}$$

(8)
The likelihood of the GP-LVM model is given by Equation 3. The centroid of the latent positions of the data points are taken to be the characteristic feature of the sequence. Therefore, we require that the local distances between the sequences in data-space, computed via the DTW technique, are preserved in latent-space; thus they are specified as the distances between the centroids $\mu_k$. Hence, we consider a mapping to the latent-space governed by an alignment kernel $k$:

$$ g_q(Y_s) = \sum_{m=1}^{S} a_{mq} k(Y_s, Y_m) \quad (9) $$

The degree to which the local distances in the data-space are preserved depends on the particular characteristics of the kernel employed for the mapping.

Instead of maximizing the likelihood of the original GP-LVM model, now we have to maximize a constrained likelihood.

Each of the $S \cdot q$ constraints can be written as:

$$ g_q(Y_s) - \mu_q = 0 \quad (10) $$

Maximizing the constrained likelihood of the model, we expect to obtain a latent-space representation, where similar sequences are clustered together, with respect to the representation obtained by the original model. Another important advantage of this approach is that we can use the inverse mapping recovered in the learning phase for the purposes of fast inference. In this way, we avoid the costly operation of re-optimisation, which otherwise would be necessary to obtain the latent-space representation of new sequences.

Up to this point, we did not consider the labels of each type of sequence. In the following section, we modify our model by replacing the Gaussian prior with a prior which will make the model more discriminative.

4.3 Discriminative Sequence Back-constrained GP-LVM

Discriminative GP-LVM (D-GPLVM) has been originally introduced in (Urtasun and Darrell, 2007). In order to make the Sequence Back-Constrained GP-LVM (SB-GPLVM) model more discriminative, we can consider a measure of the between-group variation and the within-group separation. Referring to Fisher’s Discriminant Analysis, in case we need to estimate a linear projection of the data, such that an optimal separation is achieved, we need to maximize the ratio of the between-group-sum of squares to the within-group-sum of squares.

We thus seek the direction of projection given by the vector $a$ which provides a good separation of the data. Denoting as $X = [x_1, \ldots, x_N]^T$ the low dimensional representation of the data points $Y = [y_1, \ldots, y_N]^T$, the between-group-sum of squares is given as:

$$ a^T B a = \sum_{c=1}^{C} \frac{N_c}{N} a^T (\mu_c - \mu_0)(\mu_c - \mu_0)^T a \quad (11) $$

The within-group-sum of squares is given as:

$$ a^T W a = \frac{1}{N} \sum_{c=1}^{C} \sum_{n=1}^{N_c} a^T (x_n - \mu_c)(x_n - \mu_c)^T a \quad (12) $$

Here $X^{(c)} = [x_1^{(c)}, \ldots, x_{N_c}^{(c)}]^T$ are the $N_c$ points which belong to the class $c$, $\mu_c$ is the mean of the elements of class $c$ and $\mu_0$ is the mean computed over all the points.

The criterion used for maximizing between-group separability and minimizing within-group variability is the following (Härdle and Simar, 2003):

$$ J(X) = \text{Tr}(W^{-1} B) \quad (13) $$

Based on the previous discussion, in order to transform the SB-GPLVM model making it discriminative, it is necessary to replace the Gaussian prior with a prior which depends on Equation (13). This prior takes the following form:

$$ \rho(X) = \frac{1}{C_p} \exp \left\{ -\frac{\gamma}{2} J^{-1} \right\} \quad (14) $$

where $C_p$ is a normalization constant and $\gamma$ represents the scaling factor of the prior.

The log likelihood associated with the discriminative model becomes:

$$ L = -\frac{d}{2} \log |K| - \frac{1}{2} \text{Tr}(K^{-1} Y Y^T) - \frac{\gamma}{2} \text{Tr}(B^{-1} W) \quad (15) $$

The parameter $\gamma$ controls the relative importance of the discriminative prior and it reflects the ability of the model, to be more discriminative or more generalizing, according to the value it takes.

4.4 Classification based on D-SBGPLVM

In order to classify a new sequence according to the Discriminative SB-GPLVM model (D-SBGPLVM), it is necessary first to compute the latent representation of the data points belonging to the sequence. Let $Y_s$.
be the data-space representation of the new sequence. The corresponding latent-space representation $X_\ast$ can be estimated by maximizing $p(Y_\ast, X_\ast | X, Y, \theta)$.

Alternatively we can perform inference by only using the position of the centroid of the latent representation of the test sequence. The new sequence’s centroid in latent-space can be estimated orders of magnitude faster by making use of the sequence back-constraints introduced in Section 4.2 (Equation 9). Thus, the coordinates of the test sequence’s centroid, in each dimension of the latent space are given by:

$$\forall q: \mu_{\ast q} = g_q(Y_\ast) = \sum_{s=1}^{S} a_{qs} k(Y_\ast, Y_s)$$ (16)

where $\mu_{\ast q}$ is the $q^{th}$ dimension coordinate of the centroid $\mu_\ast$ of the test sequence. In this case, no minimization is required and the time necessary for computing the coordinates of the centroid of the test sequence, is practically equal to the time needed to compute the kernel values.

At this point, any multi-class classification method can be employed, in order to perform classification. As the latent-space has a dimensionality much smaller than the original data-space, it is expected that classification is more robustly performed in the latent representation of the sequences. Moreover, the proposed method provides a concise way to classify sequences as a whole, as the model treats them explicitly as individual entities.

5 RESULTS

In this Section, we evaluate the ability of the Discriminative Sequence Back-Constrained GP-LVM model to provide a latent-space representation, that allows robust and effective classification of human action sequences.

Evaluation on the HDM05 “Cuts” Dataset. Part of the “Cuts” sequences, contained in the HDM05 (Muller et al., 2007) dataset, has been used for evaluating the model we propose, in comparison to other methods which can be used for sequence classification. This dataset includes the following actions:

- Clapping hands, 5 repetitions - 17 sequences
- Hopping on right leg, 3 repetitions - 12 sequences
- Kick with right foot in front, 2 repetitions - 15 sequences
- Running on place, 4 steps - 15 sequences
- Throwing high with right hand while standing - 14 sequences
- Walking starting with right foot, 4 steps - 16 sequences

The sequences are sampled with a frequency of 120 frames per second and are already accurately segmented, in order to contain a single action with the same number of repetitions.

The results of the proposed method are compared with the classification results, obtained by directly using the DTW distances of the sequences in the data-space, as well as using the highest class-conditional densities obtained by the Variational Gaussian Process Dynamical Systems (V-GPDS) method (Damianou et al., 2011).

All results have been extracted by cross-validation. Each experiment is performed by keeping all action sequences of one of the five subjects as test sequences and by using the sequences of the other four subjects as training instances. Finally, the results are averaged over the five individual experiments.

Table 1 gives the accuracy rate achieved with each of these three methods for each action as well as in average. Regarding the results obtained by the proposed method, relative features are used and the dimensionality of the latent-space space is fixed to four. Moreover, for the back-constraints the kernel proposed in (Bahlmann et al., 2002) is considered and the initial positions of the latent points are obtained by using the Local Linear Embedding algorithm (Roweis and Saul, 2000). Finally, classification in latent-space is performed by SVMs using the RBF kernel function. Figure 2 shows the corresponding confusion matrix obtained by using the D-SBGPLVM model.

Table 1: Comparison of the classification results for the HDM05 “Cuts” dataset.

<table>
<thead>
<tr>
<th>Action</th>
<th>DTW</th>
<th>V-GPDS</th>
<th>D-SBGPLVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clap</td>
<td>70.6%</td>
<td>16.7%</td>
<td>88.2%</td>
</tr>
<tr>
<td>Hop</td>
<td>100%</td>
<td>66.7%</td>
<td>83.3%</td>
</tr>
<tr>
<td>Kick</td>
<td>40.0%</td>
<td>33.3%</td>
<td>53.3%</td>
</tr>
<tr>
<td>Run</td>
<td>66.7%</td>
<td>33.3%</td>
<td>80.0%</td>
</tr>
<tr>
<td>Throw</td>
<td>64.3%</td>
<td>50.0%</td>
<td>78.6%</td>
</tr>
<tr>
<td>Walk</td>
<td>100%</td>
<td>83.3%</td>
<td>100%</td>
</tr>
<tr>
<td>Average</td>
<td>73.0%</td>
<td>47.2%</td>
<td>80.9%</td>
</tr>
</tbody>
</table>

One can see from the results provided in Table 1 that our method gives the best results on average as well as for each individual type of action, except for the action Hop. We observe that the classification accuracy is relatively high for the DTW distance alone. This is a particular case though, and it depends on the
Figure 2: Confusion matrix by using D-SBGPLVM model in combination with SVM on the HDM05 “Cuts” dataset. Average accuracy: 80.9%.

The fact that this dataset is specifically constructed in such a way, that actions of the same kind can be aligned perfectly or with a very small cost. This is due to the fact that they are defined in a high level of detail regarding their execution and they have been also accurately segmented manually. Finally, similar actions always start in the same way. Regarding classification of human actions using the V-GPDS model, it is necessary to train a different model for each individual type of action. After a model has been trained for each type of action, it is possible to compute the class conditional densities for the new sequence.

Strangely, the classification rate of the V-GPDS model was not as high as expected considering that the analogous model which does not consider time dynamics (see (Titsias and Lawrence, 2010)), is reported to provide good classification results (e.g. on the USPS Handwritten Digits Dataset). Searching the cause of this issue, we have noticed that models for certain actions tend to provide higher conditional densities most of the time. Visually examining the latent-space representations of these models, by training them concerning a three-dimensional latent-space, we have also observed that these particular sequences cover a much greater portion of the latent-space with respect to the other sequences. Further investigation is needed in this direction, as the experiments performed using V-GPDS were not sufficient to derive safe conclusions.

In the case of D-SBGPLVM, the model is trained by optimising the latent coordinates of the sequences and the hyper-parameters of the model by using all training sequences. By the optimisation process, we recover also the parameters of the kernel based regression which forms the inverse mapping, the one from the data-space to the latent-space. We provide some examples of bi-dimensional latent-spaces recovered by training the model using sequences of the HDM05 “Cuts” dataset in Figures 3 and 4. In these figures, each color corresponds to a different class of action, crosses are the latent representations for each individual data point, triangles correspond to the centroids of the training sequences and finally the squares correspond to the estimated position of the testing sequences’ centroids, as they are computed using the back-constraints. In Figure 3 the recovered latent-spaces are shown for three different types of representations considered for the sequences and by using Probabilistic PCA, in order to retrieve initial values for the latent points. In the case of Euler Angles and Unit-Quaternions, one can notice that different
sequences are placed on top of each other and thus we expect classification rates to be low. We expect that this mainly depends on the high non-linearity of the data-space and the fact the PPCA, being a linear dimensionality reduction technique, is not able to provide suitable initial values for the latent points. As our model is non-linear and it is optimized by using a gradient based algorithm, it is susceptible to local minima. However, in the case of 3D point cloud representation, the data-space does not show excessive non-linearity and even PPCA initialization seems to be sufficient to recover a better structure for the latent-space.

The case of Relative Features (as in (Müller, 2007) but without discretization based on some threshold) is examined in Figure 4. Relative features include for example the distance between two specified joints, the distance of a joint with respect to the plane defined by three other, the angle between two successive joints etc. Here we can better observe the impact of the initialization technique on the resulting structure of the latent-space. It is evident that the use of more sophisticated non-linear dimensionality reduction techniques to obtain the initial values, helps recovering a better structure of the common latent-space.

**Evaluation on Actions of the CMU Dataset**  Seven actions from the CMU dataset (CMU, 2003) have been also considered for evaluating the model we propose. This dataset includes the following actions:

- Walking - 15 sequences
- Running - 15 sequences
- Jumping - 15 sequences
- Sitting-Standing - 7 sequences
- Throwing-Tossing - 15 sequences
- Boxing - 9 sequences
- Dancing - 9 sequences

Each of these actions is performed from a different actor. Moreover, the actions have not been hand-picked and their label only relies on the default labelling provided by the publishers of the dataset. Finally, motion sequences have not been manually segmented. We perform classification instead by just considering the first two seconds of each sequence. For these reasons, we can see that this dataset represents a more challenging and realistic instance of the action recognition problem. Five-fold cross-validation has been used here for obtaining the final classification results.

The classification accuracy achieved by the proposed method, compared with the results of DTW
Table 2: Comparison of the classification results for the actions taken from CMU dataset.

<table>
<thead>
<tr>
<th></th>
<th>DTW</th>
<th>V-GPDS</th>
<th>D-SBGPLVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Walk</td>
<td>80.0%</td>
<td>40.0%</td>
<td>66.7%</td>
</tr>
<tr>
<td>Run</td>
<td>60.0%</td>
<td>40.0%</td>
<td>66.7%</td>
</tr>
<tr>
<td>Jump</td>
<td>86.7%</td>
<td>40.0%</td>
<td>73.3%</td>
</tr>
<tr>
<td>Throw-Toss</td>
<td>80.0%</td>
<td>40.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>Sit-Stand</td>
<td>46.7%</td>
<td>40.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>Box</td>
<td>100%</td>
<td>20.0%</td>
<td>80.0%</td>
</tr>
<tr>
<td>Dance</td>
<td>26.7%</td>
<td>80.0%</td>
<td>73.3%</td>
</tr>
<tr>
<td>Average</td>
<td>63.5%</td>
<td>42.9%</td>
<td>72.9%</td>
</tr>
</tbody>
</table>

Figure 5: Confusion matrix by using D-SBGP-LVM model in combination with SVM on the CMU dataset. Average accuracy: 72.9%.

Table 2 illustrates the generalization capabilities of the proposed probabilistic model, which based on this characteristic leads to an overall accuracy that exceeds the accuracy achieved by the other two methods considered here.

6 CONCLUSIONS

In this paper, we have introduced a novel GP-LVM variant in order to recover the structure of a lower dimensional manifold for a set of sequences of different types that attains increased classification accuracy by working in the low dimensional latent-space instead of the original data-space. By exploiting the inverse mapping, from the data-space to the latent-space our approach is able to infer the class of a new sequence within a few seconds using a contemporary computer and a non-optimized implementation. This provides a crucial advantage with respect to other GP-LVM models which, by resorting to a new optimization to obtain the latent-space representation of the new data instances, require several minutes to complete this task. We have further shown that the proposed D-SBGP-LVM model attains classification rate equivalent to the current state-of-the-art when combined with a standard classifier, as for example SVM, for classification in the latent-space.

We have focused our work on sequences originating from motion capture datasets. However, we expect to obtain satisfying results also by using sequences acquired by consumer depth cameras (e.g. Kinect (Microsoft, 2010)). There is a series of problems which should be addressed though in this case. The first regards the high level of noise of the data acquired by using this type of devices. The induced noise significantly degrades the quality of the data which in turn impairs classification in contrast to the case where highly accurate data obtained by professional 3D motion capture techniques, are used. We have also found that sampling rate plays an important role in the recognition accuracy and the fact that these devices are limited to an acquisition rate of 30 frames per second may render the classification process even more difficult. Finally, the situation is further complicated by the fact that using such devices, the acquired skeleton may not be complete as some part of the performer’s body may lay outside the field of view of the device.

Within the directions of our future work, we further consider the combination of the proposed method with a pose recovery algorithm. In this way, it would be possible to train the model by using action sequences taken from a MoCap dataset and classify sequences recovered from videos by means of the pose recovery algorithm. This would further allow us to perform action recognition from 2D video sequences as well.
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