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Abstract: We introduce algorithms that decide arguments’ acceptance in Dung’s system of argumentationpreéinder
ferred semantics, there might be various extensions of acceptable arguments, and hence, the acceptance prob-
lem is concerned with deciding whether a given argument is in an extension or in all extensions. The new al-
gorithms decide the acceptance without truly enumerating all extensions. This is of interest in situations where
the acceptance problem is confined to a specific argument while the underlying argument system changes fre-
quently such as in a dialog setting. We analyze our algorithms in contrast to existing algorithms. Consistent
with experimental results, we argue that the new algorithms are more efficient with respect to running time.

1 INTRODUCTION time, the algorithms of (Cayrol et al., 2003; Thang
et al., 2009; Verheij, 2007). To show the efficiency

An argument system is a reasoning model that is gain we compare our algorithms with existing algo-

likely to be a mainstay for the study of diverse areas rithms analytically in section 4 while further experi-

such as decision support systems (see e.g. (Amgoudnental evaluation is described in section 5. Lastly, we

and Prade, 2009)), machine learning (see e.g. (Moz-discuss further related works and conclude the paper

ina et al., 2007)), and agents interaction in multi agent in section 6.

systems (see e.g. (McBurney and Parsons, 2009)).

Following (Dung, 1995), an argument system con-

sists of a set of arguments and a binary relation that2  PRELIMINARIES

represents the conflicting arguments. Then, a resolu-

tion to an argument system is captured by deciding theWe recall the definition of argument systems (Dung,
acceptable arguments. Several argumentation semanlggs)_ An argument system is a péh, R) whereA
tics have been proposed to characterize the acceptable; o <ot of arguments arRIC A x A is’a binary re-
arguments (Baroni et al., 2011). Undgeeferredse- |aion - We refer to(x,y) € R asx attacksy (or y is
mantics (defined in section 2), there might be multiple attacked byx). An argumentx is acceptable W.r.t
extensions of acceptable arguments. Accordingly, if g~ A i vy ;() €R 3zeS:(zy) eR SCA is
an argument s in all preferred extensions then the ar- . fict free iff Vx y'e S: (x .y) %é R SCAis an
gument is skeptically accepted. On the other hand, if 5ymissible set iff it is conflict free andx € S: x is
an argumentis in a preferred extension then the arg“'acceptable W.rtS. A preferred extension is a max-
ment is credult_)usly accgpted. The acceptance Prob+mal (w.rt. C ) admissible set. An argumentis
lem might be simply decided by enumerating all pre- gy apiically accepted ifk is in every preferred ex-
ferred extensions. However, in situations where the (onsion whilex is credulously accepted iff is in a
problem is around deciding the acceptance of a Spe-p, aferred extension. For example, consider the argu-
cific argumentthen itis more efficient to not faithfully ;¢ system depicted by the directed graph in figure 1
compute the preferred extensions especially when the,, hare the nodes are the argumeits {U, v, w.x,Y, 2}
underlying argument system is dynamic (i.e. changes,ypije the arcs are the attacks between argunfents
O o alaori {(uw), (%W, (W2), (42),(22), (), (%X} Ths,

In this paper we aim at engineering algorithms for ,4 preferred extensions afew, x} and{v,w,y} and

the acceptance decis_ion problem _u_nder preferred se+herefores andw are skeptically accepted whieand
mantics. After recalling the definition of argument y are credulously accepted.

systems in section 2, we present in section 3 the new
algorithms that outperform, with respect to running
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Figure 1: An argument system.

3 THE NEW ALGORITHMS

In deciding the acceptance, it might be desirable

to produce some kind of proof (i.e. explanation) as
to why an argument is credulously accepted. In order
to define what makes up a proof for the credulous ac-
ceptance let us recall a helpful term. We say that an
argumenk is reachablefrom an argumeny iff there

is a directed path frony to x. For example, in fig-
ure 1x is reachable fronu through the directed path
((u,w), (w,2),(zx)) while u is not reachable from.
Thus, acredulous proofof a given argument is made
up of two sets; an admissible set containing the argu-
ment and the set of all counter arguments as formal-
ized in the following.

Definition 1. Let(A,R) be an argument systemSA
be an admissible set containing x s¥ze€ S: x is
reachable fromzandlet@ {ye A|3z€ S: (y,2) €
R}. Then, $Q is a credulous proof for x.

It follows directly that our definition of credulous
proof is compatible with the definition of credulous
acceptance. Note that a given argument is credu-
lously accepted iff the argument is in an admissible
set, which is explicitly expressed in definition 1. Al-
gorithm 1 decides a credulous proof of an argument
by basically making use of five labelBRO(short for
proponent),OPP (short for opponent)lGNO (short
for ignored),OUT and MUST-OUT An argumentix
is labeled PRO to indicate thatmight be in an ad-
missible set and the argument in question is reac
able fromx. An argumently is labeled OUT iffy is
attacked by a PRO argument. The MUST-OUT la-
bel identifies arguments that attack PRO arguments.
An argumently is labeled OPP iffy is attacked by a
PRO argument anglattacks a PRO argument. An ar-
gumenty is labeled IGNO to signal that cannot be
in an admissible set with the current PRO arguments.
The formal usage of these labels is defined in algo-
rithm 1. The basic notion of algorithm 1 is to change
arguments’ labels iteratively according to the labels’
usage outlined earlier until there does not exist an ar-

h-
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Figure 2: Deciding a credulous proof feby algorithm 1.

figure 2 does not reflect every aspect of algorithm 1,
the figure might help the reader to capture the general
idea. To prove algorithm 1, it is essential to show that
PRO arguments make up an admissible set.

Proposition 1. Let (A, R) be an argument system and
X € A. Then:

1. If algorithm 1 decides that x is credulously proved
by {ye A|yis PRO or OPP} thendSC A:Sis
admissiblen S={ye€ A|yis PRG.

2. If x is credulously accepted then algorithm 1 de-
cides that x is credulously proved By € A |y is
PRO or OPP}.

Proof: To prove both parts, we need to show that
{y € A|yis PRC}, denoted by8S is admissible. To
establish thaBSis conflict free, assume thaizy €
SS: (zy) € R, and so,y is OUT or OPP according
to algorithm 1, see lines 3-9 and 28-34. This con-
tradicts with the fact thay € SSis PRO. To show
that Vy € SS: y is acceptable t&6S suppose that
Jy € SS: 3(z)y) € RA Aw e SS: (w,2) € R, and sub-
sequentlyz is MUST-OUT according to lines 12 and
37. This contradicts with the fact th&Sis reported
as a credulous proof ifgdw € A w is MUST-OUT,
see line 25 and 47.

Referring to figure 1x can be credulously proved
by either{v,x,zy} or {u,v,w,x,y,z}. To decide more

gument that is MUST-OUT. At this point, PRO/OPP credulous proofs for a given argument we define algo-
arguments make up a credulous proof for the argu- rithm 2 which is a slightly modified version of algo-
ment in question such that PRO arguments representithm 1 such that algorithm 2 continues searching for
the admissible part of the proof. Referring to the ar- further credulous proofs while algorithm 1 stops as
gument system in figure ¥v,x,y,z} is a credulous  soon as a credulous proof is found. See figure 3 that
proof for x where {v,x} is admissible, see figure 2 demonstrates how algorithm 2 finds the two credulous
that demonstrates how algorithm 1 works. Although proofs of the argumenx in the argument system
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Algorithm 1: Deciding a credulous proof of an ar-

gumentx in an argument systed, R).

Algorithm 2: Deciding a set of credulous proofs of

an argumenk in an argument systeifi, R).

1
2
3
4

letC € {true, false};
C « true;

labelx € APRO;
foreach (x,y) € Rdo

5 if ye Ais MUST-OUTthen
6 labely € A OPP;
7 else
8 if y € Alis not OPPthen
9 labely € AOUT;
10 foreach (z,x) € Rdo
11 if ze A'is IGNO or unlabeledhen
12 labelze AMUST-OUT;
13 C « false;
14 else
15 if ze Ais OUTthen
16 labelze A OPP;
17 if C =truethen
18 xis proved by{y € A|yis PRO or OPP;
19 else
20 if is-accepted(A) = trug¢hen
21 xis proved by{y € A|yis PRO or OPP;
22 else
23 X is not credulously acceptable;
24 procedure is-accepte(®)

25 foreachy € A:yis MUST-OUTdo

26 foreach (z)y) € R: ze Ais unlabeleddo
27 A — A

28 labelze A’ PRO;

29 foreach (z,u) € Rdo

30 if ue A' is MUST-OUTthen
31 labelu e A’ OPP;

32 else

33 if ue A is not OPPthen
34 labelu e A OUT;
35 foreach (v,z) € Rdo

36 if ve A'is IGNO or unlabeledhen
37 labelv e A MUST-OUT;
38 else

39 if ve A'is OUT then

40 labelv e A’ OPP;
41 if is-accepted(A = true then

42 A+ A,

43 return true;

44 else

45 labelze AIGNO;

46 return false;

47 return true;

48

end procedure
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let prfsdenote a set of credulous proofs for
pris« @
letC; € {true, false};
C; < true;
labelx € APRO;
foreach (x,y) € Rdo
if ye Ais MUST-OUTthen
labely € AOPP;
else
if y € Alis not OPPthen
labely € A OUT;
foreach (z,x) € Rdo
if ze Ais IGNO or not labeledhen
labelze A MUST-OUT;
C, «+ false;
else
if ze Ais OUTthen
labelz e A OPP;
if C, =true then
pris« prfsu{{yeA|yis PRO or OPP};
else
call is-accepted);
if prfs# @then
xis credulously proved byprfs;
else
X is not credulously acceptable;

procedureis-accepted)
letC; € {true, false};
foreachy € A:yis MUST-OUTdo
C, < false;
foreach (z)y) € R: ze Ais unlabeleddo
A — A
labelze A’ PRO;
foreach (z,u) € Rdo
if ue A is MUST-OUTthen
labelu € A OPP;
else
if ue A is not OPPthen
labelu e A OUT,
foreach (v,z) € Rdo
if ve A'is IGNO or unlabeledhen
labelv e A MUST-OUT,;
else
if ve A'is OUT then
labelv e A’ OPP;
if is-accepted(A = true then
C, < true;
else
labelze AIGNO;
if C,=falsethen
return false;
if Ay € A:yis MUST-OUTthen

offigure 1. Since it would be similar to the proofofal-  , pris< prisu{{yeA|yis PRO or OPP};
gorithm 1, we omit the soundness proof of algorithm 5, return true;

2 to avoid redundancy. However, there is no guaran- ss return false;

tee that algorithm 2 will return all credulous proofs.  ss end procedure

Regarding the decision problem of skeptical ac-
ceptance, the proof for a skeptically accepted argu-
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Figure 3: Deciding the credulous proofs for the argumemny using algorithm 2.

mentx can be fulfilled by any admissible set contain- sion. At this stage if the argument in question is not
ing X provided that there does not exist a preferred ex- IN then the argument is not skeptically accepted. Al-
tension that does not contaxn Algorithm 3 decides  gorithm 3 is somewhat self-explanatory. However,
the skeptical acceptance of an argumertirstly, al- see figure 4 that shows how the algorithm works in
gorithm 3 looks for a credulously accepted argument deciding the skeptically accepted argumenin the
that attacks. If there exists such attacker then algo- argument system depicted in figure 1. To prove al-
rithm 3 concludes that is not skeptically accepted. gorithm 3 we have to show three issues. Firstly, the
Otherwise, algorithm 3 searches for a preferred ex- IN arguments make up an admissible set iff no argu-
tension that expelg. If such an extension is found mentis MUST-OUT. Secondly, a decided admissible
thenx is not skeptically accepted, or elzés skepti- set is a preferred extension iff the set is not a subset of
cally accepted provided thatis in an admissible set  any previously decided preferred extension. Thirdly,
S, and subsequenths forms the skeptical proof of  if the algorithm decides that the argument in question
X. In more details, algorithm 3 uses four labels: IN, is skeptically accepted then the algorithm have defi-
OUT, MUST-OUT and IGNO (short for IGNORED). nitely examined all preferred extensions.

An argumeny is labeled IN to indicate thatmight be .
in an admissible set. An argumepts labeled OUT Proposition 2. Let (A, R) be an argument system and

iff yis attacked by an IN argument. An argumgnt XEA. Th(_an a_ngrithm 3 decides that x is. skeptically
is labeled MUST-OUT iffy attacks an IN argument. ~2cceptediffxis in every preferred extension.

The IG.NO Iabel_ designates arguments which might Proof: Firstly, we demonstrate the admissibility of
nm?;E’?r:gtctfggflgnadgéeg?r;?/(Ial)\(ltzrr];ljogebn?[c?ruhseep}?ee-yt (see line 37). To establish thiats conflict _free, as-
cise usage is formalised in algorithm 3. Baéically, al- Ztércnoerdti?]zt% );lz ér:itﬁlzﬁ"ny):f sFéeal?nde tggs,yTEi SOCL(J;]tra_
gorithm 3 repeatedly labels arguments by using the dicts with the fact that'y e t:yis IN, éee line 37.

four labels until no argument is unlabeled. Next, if oy
: ' To show thatvy € t : y is acceptable td¢, suppose
there does not exist a MUST-OUT argument then the that3y € t:3(zy) € RA Awet: (w2) € R, and so,

IN arguments make up an admissible SetThere- z is MUST-OUT according to line 29. This contra-

after, S represents a preferred gxtensionSﬁs not dicts with the fact that is reported as admissible iff
a subset of any previously decided preferred exten- Zw e A: wis MUST-OUT, see line 36. Secondly we
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need to prove the maximality (w.i&) of the decided
preferred extensions, i.e. memberdnfsee lines 38
and 39. Assume thalS, € E : S; is not maximal, and
S0, there exists an admissible gtz E andS O S,

ie. dye $:y ¢ S, This contradicts with the fact
that algorithm 3 firstly labelyg IN (line 21) and then
later IGNO (line 33), and therefor& will be dis-
covered first and subsequen8ymust be added t&
beforeS; according to lines 38 and 39. Lastly, it fol-
lows directly that algorithm 3 considers all preferred

extensions in deciding the skeptical acceptance. Note °

that algorithm 3 examines all subsetsfaby labeling
every argumeny IN (line 21) and afterwards IGNO
(line 33) which reflects the exploration of all subsets
that include, respectively exclude,

4 THE ADVANTAGE

4.1 Over the Algorithms of Cayrol et al.

We start by highlighting the main reason behind the
speedup attained by algorithm 1 in contrast to the al-
gorithm of (Cayrol et al., 2003) (abbreviated by CAY-
Cred) for the decision problem of credulous accep-
tance. Notice that CAYCred makes use of three la-
bels: PRO, OPP and OUT. We use PRO/OPP in the
same way CAYCred does. However, CAYCred la-
bels an argument OUT on three occasions. First,
if xis attacked by a PRO argument. Second, dft-
tacks a PRO argument. Third, fcannot be in an
admissible set with the current PRO arguments. As
we demonstrate, it is more efficient to use a differ-
ent label on each distinct occasion. This is exactly
what our approach does where we put in service OUT
on the first occasion, MUST-OUT on the second oc-
casion and IGNO on the third occasion. To see the
profit of our labeling scheme consider the following.
CAYCred decides that the argument in question
is not credulously accepted iff three conditions alto-
gether hold. First, there is an argumearthat attacks
a PRO argument. Secorxis not attacked by a PRO
argument. Third, for every argumentthat attacks
X, zis OUT. Conversely, algorithm 1 decides that the
argument in question is not credulously accepted iff
there exists a MUST-OUT argumewnts.t. for every
argumentw that attacksy, w is OPP, IGNO, OUT or
MUST-OUT. Therefore, the burden of work incurred
by algorithm 1 is lighter than of that induced by CAY-
Cred. In particular, the use of the MUST-OUT label
eliminates the need to look into the first condition, re-
call that by definition a MUST-OUT argument attacks
a PRO argument. Also, the labels OUT and OPP cut

38

Algorithm 3: Deciding the skeptical proof of an ar-
gumentx in an argument systeif\, R).

1 let E denote a set of preferred extensiongAfR);
2 E«@

3 if A(y,x) € Rthen

4 X is skeptically proved byx};

5 exit;

6 foreach (y,x) € Rdo

7 A — A

8 invoke algorithm 1 passing oA’, R andy;

if algorithm 1 decided that y is acceptéten
10 x is not skeptically accepted;

11 exit;

12 call decide-skeptical-acceptanéex);

13 if E # @then

14 x is skeptically proved b¥;

15 exit;

16 procedure decide-skeptical-acceptangex)
17 letC € {true, false};
18 foreachy € A:y is unlabeleddo
19 C «true;
20 A — A
21 labely € A’ IN;
22 foreach (y,z) e Rdo
23 labelze A’ OUT;
24 foreach (z)y) € Rdo
25 if (y,2) € Rthen
26 C <« false
27 else
28 if ze A is IGNO or unlabeledhen
29 labelze A MUST-OUT;
30 C«+ false
31 call decide-skeptical-acceptanfé(x);
32 if C =falsethen
33 labely € AIGNO;
else
A~ A,
if Aye A:yis MUST-OUTthen
t«{yeAlyisIN};
if Ame E:t C mthen
E <+ EU{t};
if xe Alis not INthen
E«<q
x is not skeptically accepted;
43 terminate and exit;
44 end procedure

off the validation of the second condition since they
both identify an argument that is attacked by a PRO
argument. Observe that the objective of the IGNO
label is to discriminate, and subsequently to avoid,
those arguments that previously failed to be in an ad-
missible set with the current PRO arguments. Indeed,
the merit of the IGNO label is also captured by CAY-
Cred through the OUT label.

Concerning the decision problem of skeptical ac-
ceptance, the idea of the algorithm of (Cayrol et al.,
2003) (CAYSkep for short) is based on an argument
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Figure 4: Deciding the skeptical acceptance of the argunvdayt using algorithm 3.

not being skeptically accepted if (&)s attacked bya — empty. Next, the following three operations are ap-
credulously accepted argumenfwherez is decided plied iteratively s.t. in every iteration one or more
by using CAYCred), or (2) there exists an admissible tuples of(P,0,SRSO) might be generated. First op-
set that does not containand cannot be expanded eration, if3x € P s.t. Az € SP: z attacksx thenx is

into one that contains it. Otherwise,is skeptically dropped fromP andV(y,x) € R:y is added tdO iff
accepted iff there exists an admissible set that con-y ¢ SO Second operation, an argumeris added to
tainsx. Regarding (1), we commented earlier about SPandP iff dy € O: x attacksy, x ¢ O andx ¢ SQ

the efficiency of CAYCred in comparison with algo- Third operation, an argumegtis moved fromO to
rithm 1. In deciding (2), CAY Skep uses two labels IN SO indicating that there exists an argumer¢ SP
and OUT, and so, an argumeyit labeled IN to indi- s.t. x attacksy. Hence, ThCred at any time might
cate thaty might be in an admissible set. The usage have more than one tuple @P,O,SPSO). This re-

of the OUT label is described earlier in the discussion flects that ThCred explores the admissibility of differ-
on CAYCred. To check wheth&C A is an admissi- ent subsets oA. ThCred reports that the argument
ble set that can be expanded into one that contains than question has credulous acceptance iff there exists a
argument in question or not, CAYSkep verifies tBat  tuple (P,O,SRSO) s.t. P andO are both empty. Oth-

is maximally admissible w.r.t. all INJOUT arguments. erwise, the argument is not credulously accepted. To
Such verification is relatively expensive, and thus, it compare with algorithm 1, we stress two issues.

is completely avoided by algorithm 3. Recall thatal-  Firstly, ThCred algorithm might reconsider an ar-
gorithm 3 decides that an admissible set is maximal gumentx to be added t&PandP althoughx already

iff the set is not a subset of any previously decided fajled to be in an admissible set. Recall that algo-

preferred extension. rithm 1 utilizes the IGNO label to designate an argu-
_ mentx that is failed to be in an admissible set, and so,
4.2 Over the Algorithms of Thang et al. x is avoided in future computations.

Secondly, ThCred might add argumentQale-
The algorithm of (Thang et al., 2009) (abbreviated by spite they are attacked by argumentSk This even-
ThCred) for the decision problem of credulous accep- tually might waste time because ThCred unnecessar-
tance is based on classifying arguments into four sets:ily might try further arguments to be added$®&and
P, O, SPandSQ As an initial step, the argumentin P to counter the newly added argument<oln al-
guestion is added t&P and P while O and SO are gorithm 1, this situation is avoided by using the OUT

39



ICAART 2013 - International Conference on Agents and Artificial Intelligence

label s.t. as soon as an argumgris labeled PRO, regarding the OUT arguments.

every argument that is attacked kywill be labeled Thirdly, (Verheij, 2007) might extend by adding

OUT. Recall that algorithm 1 explores MUST-OUT arguments that already failed to form an admissible

arguments, whereas OUT arguments are disregardedet with the same argumentsdnPerceive that algo-

because simply they are attacked by a PRO argumentrithm 1 takes advantage of the IGNO label to charac-
Regarding the skeptical acceptance, the algorithmterize the arguments that can not make up an admissi-

of (Thang et al., 2009) (ThSkep for short) firstly finds, ble set with the PRO arguments. Consequently, IGNO

by using a similar procedure to the one used in Th- arguments will not be re-examined later.

Cred, a set of admissible sfis= {S,S,...,S} s.t.

VSe B, Scontains the concerned argumgniow, let

CB={S|Jec S xS x..xSandSisthesetofar- 5§ EMPIRICAL EVALUATION
guments appearing &} and letx3 = {S| Se Cp and

Sis minirﬂal iECB.W':'t' Seft ini?flquisoﬁ" Thﬁn,B :jep- We conducted experiments to show the efficiency of
resents the skeptical proof® € XB there does the new algorithms in comparison with the existing

not exist an admissible set of arguments that attaCkaIgorithms of (Cayrol et al., 2003; Thang et al., 2009;
every argument irB. Observe that the performance Verheij, 2007). Al algori,thms ,new and pre,vious,
of ThSkep is bounded to the performance of ThCred J o< \vere implemented in Ct++ on a Fedora (re-

Sincef' ThSkep dependson ThQre_d in searching fog ad‘Iease 13) based machine with 4 processors (Intel core

missible sets. Furthermore, buildigf might be time i5-750 2.67GHz) and 16GB of memory. We tested

Cf”SF’g"”g andiortunately sugifiiis not needediby allimplementations on 100,000 synthesized argument

algorithm 3. systems. Algorithm 4 describes how we generated in-
stances ofAR).

4.3 Over the Algorithm of Verheij Algorithm 4: Synthesizing an instance (A, R).

1 letAbe{a;,a...an} while Ris initially empty;
2 pick a random integey between 1 and;
3 foreachi:1<i<ndo

(Verheij, 2007) presented an algorithm for the cred-
ulous acceptance problem. (Verheij, 2007) classifies

arguments into two setsandD. Initially, the argu- 4 pick a random integes between 0 ang-1;
ment in question is added th Then, two functions 5 foreachk:1<k<edo
are repeatedly executed on every pai(&D). The 6 pick a random integej between 1 and such

first function isExtendByAttackJ,D)) = {(J,D’) | thatj #iand(a,a)) ¢ R,
D' is the setD extended with all arguments at- R RU{(a,3)};

tacking arguments id}. The second function is .
ExtendByDefendél,D)) = {(J',D) | J' is a conflict To compare between algorithms we tracked the

free, minimal set of argumenis J, s.t.Vy € D, 3x € average of elapsed t[me in miIIiseqonds, dengted by
7 :xattacks/}. Next, if there exist¢J', D) and(J, D) Oltime- The elapsed. time was thalned by using the
such thaty = J andD’ = D then the argument in {1 command of Linux. In addition, we reported the
question is credulously proved y’,D’). If no new average of the processed attacks, denotedf¥cks

pair (J',D') is produced from applying the two func- Each measurement ofime OF Gattacks represents the
tions on all pairs ofJ,D) then the argument is not ~2verage for 100 synthesized argument systems where

accepted. To evaluate the performance of (Verheij, €aCh system might have a differd. Coming to

2007) in contrast to algorithm 1 we consider three ef- th€ results of our experiments, tables 1, 2, 3, 4 and
ficiency matters. 5 suggest that our algorithms are more efficient than

Firstly, notice the price of finding a minimal de- the algorithms of (Cayrol et al., 2003), (Thang et al.,

fense sef)’ in ExtendByDe fenceThis is totally by- 2009) and (Verheij, 2007).
passed by algorithm 1.

Secondly, (Verheij, 2007) might extenB by
adding superfluously arguments that are attacked by6 ~CONCLUSIONS
arguments inJ. This might worsen the efficiency
of computingd’ where more arguments i@ might We presented novel algorithms that decide credulous
lead to more possible defense sets, and consequentlyand skeptical acceptance in argument systems under
finding a minimal defense sét would be more diffi- preferred semantics. An added feature of the devel-
cult. In algorithm 1 this situation is handled by using oped algorithms is the production of proofs as to why
the OUT label designating arguments that attacked by an argumentis accepted. We have shown, analytically
PRO arguments, and thus no further action is taken and empirically, that our algorithms are more efficient

~
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Table 1: Algorithm of Cayrol et al. for credulous acceptameesus algorithm 1.

Algorithm of Cayrol et al. Algorithm 1

Otime Uattacks Otime Uattacks
55 0-1628 52.73 1,063,995.77| 34.24 99,802.83
60 0-1806 65.90 1,706,162.51| 42.80 150,871.59
65 0-2181 94.90 2,999,254.36| 42.90| 276,545.50
70 29-2684 | 124.00 4,644,323.04| 53.90| 418,120.46
75 35-2985 | 166.40 6,962,249.29| 79.40| 655,362.79
80 71-3340 | 238.60| 10,876,566.62| 95.00| 1,162,570.71
85 0-4010 354.40| 16,348,586.35| 116.80| 1,670,378.99
90 0-4225 552.70| 26,783,438.93] 227.90 | 3,423,606.14
95 0-4396 753.80| 36,771,016.57| 284.00 | 4,164,752.18
100 0-5247 992.10 | 51,614,064.30| 382.40 | 6,484,390.90

|A| | range of|R|

Table 2: Algorithm of Cayrol et al. for skeptical acceptaneesus algorithm 3.

Al | range of R Algorithm of Cayrol et al. ‘Algorithm 3
Otime Oattacks | Otime Qattacks
16 0-136 31.92 360,511.44| 10.30 | 3,642.60
17 0-149 85.20 1,426,748.62| 11.40 | 6,880.36
18 0-198 107.70 1,803,479.38| 11.90 | 10,251.06
19 0-225 228.20 4,819,617.69| 20.70 | 12,506.02
20 0-227 659.40 | 14,253,964.92| 13.30 | 13,292.21
21 0-258 1,759.50| 38,644,605.11 15.80 | 20,993.86
22 0-293 3,063.20| 64,765,760.79] 20.90 | 49,025.03
23 0-295 3,5655.40| 81,464,211.88 19.00 | 35,766.54
24 0-341 19,186.50| 467,335,689.25 20.70 | 41,515.10
25 0-347 26,175.80| 629,941,785.57| 36.60 | 83,291.68

Table 3: Algorithm of Thang et al. for credulous acceptaneesus algorithm 1.

Algorithm of Thang et al. Algorithm 1

|Al | range of|R| - -

Otime Uattacks | Otime Uattacks
26 0-377 69.60 96,267.14| 10.20 | 2,964.68
27 0-414 89.90 143,211.54| 11.20 | 3,179.99
28 0-457 164.70 235,866.67| 17.60 | 4,004.44
29 0-508 247.30 400,605.01| 10.20 | 4,629.05
30 0-528 264.00 401,924.72| 10.70 | 4,772.40
31 0-519 506.30 790,854.54| 13.70| 6,156.54
32 0-575 613.80 943,706.04| 10.40| 6,767.79
33 0-605 1,124.00| 1,699,251.47| 10.70 | 8,922.32
34 0-612 1,947.90| 2,647,033.75| 16.70 | 9,004.90
35 0-656 2,737.30| 3,703,646.87| 11.30 | 9,739.63

Table 4: Algorithm of Thang et al. for skeptical acceptaneesus algorithm 3.

Al | range ofiR Algorith‘m of Thang et al. Algorithm 3
Otime Oattacks | Otime Uattacks
16 0-149 366.77| 19,897.94| 15.96| 4,141.30
17 0-169 718.40 | 28,197.07| 15.30| 7,160.17
18 0-170 1,595.40| 35,397.57| 16.90| 8,859.73
19 0-200 3,035.70| 61,145.07| 14.90| 8,954.54
20 0-215 6,663.20| 99,240.08| 20.50 | 15,143.07
21 0-213 12,999.10| 113,917.80| 14.80| 28,347.93
22 0-250 28,275.80| 176,637.44| 17.20| 37,094.91
23 0-303 64,740.90| 275,146.76| 20.30| 39,177.88
24 0-318 135,746.90| 397,557.12| 23.30 | 50,958.40
25 0-339 335,508.50| 718,562.22| 116.70 | 87,982.88
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Table 5: Algorithm of Verheij for credulous acceptance usralgorithm 1.

Al | range ofiR Algorithm of Verheij Algorithm 1
Otime Uattacks | Otime Uattacks
21 0-235 47.58 197,363.02| 10.81 | 1,344.26
22 0-278 60.20 278,843.87| 10.00 | 1,359.26
23 0-278 109.70 525,903.56| 10.20 | 1,806.13
24 0-341 166.90 835,953.03| 10.30 | 2,170.61
25 0-386 222.10| 1,121,707.65| 10.20 | 2,469.70
26 0-391 465.00 | 2,323,284.54| 10.20 | 3,027.14
27 0-403 567.30| 2,790,416.39| 16.80 | 3,143.34
28 0-447 822.00| 4,121,119.53| 16.60 | 3,818.31
29 0-471 1,757.70| 8,299,326.73| 13.50 | 4,223.32
30 0-469 2,597.50| 11,474,687.66| 17.60 | 4,843.17

than the existing algorithms of (Cayrol et al., 2003; ing all preferred extensions. Secondly, all of the al-
Thang et al., 2009; Verheij, 2007). We plan to invest gorithms produce proofs for the accepted arguments.
our algorithms in extended models of Dung’s system However, in this context it is noteworthy to mention
such as the value based argument systems of (Benchthat (Vreeswijk, 2006) showed algorithmically how
Capon, 2003) and varied strength attacks systems ofimportance to decide all minimally admissible sets
(Martinez et al., 2008). Likewise, our work could while (Doutre and Mengin, 2004) specify dialogs for
be expanded to handle other argumentation semanticskeptical proofs under preferred semantics. For the
such as the ideal semantics (Dung et al., 2007) and theproblem of extension enumeration, the algorithms of
stage semantics (Verheij, 1996). A further perspective (Doutre-and Mengin, 2001; Modgil and Caminada,
of this work is to examine heuristics that boosts the 2009; Dvorak et al., 2012; Nofal et al., 2012) are ded-
efficiency of the developed algorithms. Particularly, icated to finding all preferred extensions while the al-
recall that the algorithms arbitrarily select unlabeled gorithms of (Caminada, 2007; Caminada, 2010) find
arguments for labeling, and hence, we intend to study semi stable, respectively stage, extensions. Another
different criteria for argument selection. line of research concerns encoding decision problems

Some authors call the algorithms that yield proofs ©f argument systems into other formalisms and then
‘dialectical proof procedures’ referring to the fact that S!Ving them by using a respective solver see for ex-
a proof of an accepted argument might be, roughly, ample (Besnard and Doutre, 2004; Nieves et al., 2008;
defined by the arguments put forward during a dia- E9Y €tal., 2008; Amgoud and Devred, 2011; Dvorak
log between two parties. In fact, argumentation se- €t & 2012). The work of (Li et al., 2011) examines
mantics can be defined by using the dialog notion approximation versus exact computations in _the con-
(see e.g. (Jakobovits and Vermeir, 1999; Vreeswijk text of argument systems, whereas the experlme?n_ts of
and Prakken, 2000; Dunne and Bench-Capon, 2003;(Baumann et al., 2011) evaluate the effect of splitting
Modgil, 2009)). Hence, (Cayrol et al., 2003) de- 2" arggment system on the _computatlon of preferred
scribe dialogs for preferred semantics as a means forexXtensions. The work of (Liao et al., 2011) shows
presenting their algorithms. However, (Thang et al., how to partially reevaluate the st_atus of argu_ments if
2009) make use of so called 'dispute trees’ to pave A °F Rchange. From a computational theoretical per-
the way for introducing their algorithms, while (Ver- SPective, the decision problems of skeptical and cred-
heij, 2007) presented his algorithm by employing the ulous acceptance under prefe_rred semantics are likely
notion of 'labellings’ rather than specifying formal t© be intractable, see e.g. (Dimopoulos et al., 2000;
dialogs. Furthermore, argument-based dialogs havePUnne, 2007; Ordyniak and Szeider, 2011). Finally,
been extensively studied as a backbone for interac-there are several implemented tools in the context of
tions between agents in multi-agent systems, see e.g@rgument systems such as (Gaertner and Toni, 2007;
(McBurney and Parsons, 2009) for an overview. South et al., 2008).

Broadly, there are several works on computing de-
cision problems in argument systems. To the best of
our knowledge the algorithms of (Cayrol et al., 2003; REFERENCES
Thang et al., 2009; Verheij, 2007) are the only re-
lated ones to the algorithms presented in this paper amgoud, L. and Devred, C. (2011). Argumentation frame-
where all of them, including our algorithms, are iden- works as constraint satisfaction problems. SuM,
tified by two characteristics. Firstly, all of the algo- pages 110-122.
rithms decide acceptance without literally enumerat- Amgoud, L. and Prade, H. (2009). Using arguments for
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