Factor Analysis and the Retrieval of Medical Images Depicting Structures with Similar Shapes
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Abstract: This work presents a new perspective to medical image retrieval based on factor analysis. The shape of anatomical structures are represented as high-dimensional sets of vector variables obtained from non-rigidly deforming a template image so as to align its anatomy with the subject anatomy of a group. By eliminating the redundancy embedded in the data, a reduced set of factors is determined, corresponding to new variables with possible anatomic significance. The method’s ability to retrieve relevant images is exemplified in a study of the corpus callosum, a structure with very subtle shape differences. The factor analysis approach is compared to principal component analysis in a set of 960 experiments, yielding significantly higher precision rates.

1 INTRODUCTION

The development of modern medical imaging modalities represents a corner stone for non-invasive analysis of in vivo anatomy and physiology, as it provides invaluable information to support diagnosis and unveils intricate mechanisms related to pathologies. Nevertheless, the overwhelming amount of information associated to these technologies cannot be appropriately handled without computerized tools. Medical imaging studies usually involve a large number of variables that by far exceeds the number of subjects in the sample. In this scenario, the ability of physicians to compare, analyze and select specific exams from a database can be seriously compromised.

This article presents a new perspective to medical image retrieval based on multivariate factor analysis. The proposed method is based on the analysis of high-dimensional sets of vector variables obtained from non-rigidly deforming a template image so as to align its anatomy with the subject anatomy of a group, depicted by computerized imaging modalities. By eliminating the redundancy embedded in the data, we aim to extract a reduced set of common factors that correspond to new variables with possible anatomic significance. Image retrieval is performed based on the computation of a similarity function that takes into account the values assigned to each of the factor variables, for both the dataset and the query.

Figure 1 shows a schematic of a content-based image retrieval (CBIR) system that follows this approach. A set of images depicting neuroanatomical structures is segmented and the structures represented by their boundaries. Another image, taken as a common reference, is deformed through elastic registration so as to align its anatomy with the anatomy of the images in the dataset. The result of registration is a mapping function from each point in the reference to a point in the target image that enables detailed shape description. The displacements are represented in a lower-dimensional space determined by factor analysis and the corresponding transformation coefficients, called loadings, are stored to be used in the retrieval step. The querying phase follows the same steps used to convert the images into descriptive scores. The query image converted to the corresponding score vector is compared with the database, the most similar images are retrieved and presented to the user.

2 RELATED WORKS

The effective and efficient representation of similar shapes has been an old aspiration of the computer vision research community. Unlike gross scalar features such as area, perimeter and compactness, the description of shape requires more complex sets of variables.
Historically, the first attempt to represent shape was based on the explicit selection of landmarks. Landmark techniques assume that the relevance of the variables to be selected is known in advance, thus limiting the robustness of automatic algorithms (Bookstein, 1997). An alternative to manual data selection is the implementation of automatic registration algorithms that enable more detailed shape description (Golland et al., 2001; Attalla and Siy, 2005).

The representation of shape has been frequently addressed as a data reduction problem. Multivariate analysis based on principal components (PCA) is one of the most frequently used methods to describe shape variability. It can be found in the early works of Sclaroff and Pentland (1995) and Cootes and Taylor (1999), applied to features and landmark data analysis, and in the works of Le Briquer and Gee (1997), which extends PCA to the high-dimensional sets of variables resulting from registration. PCA and its two-dimensional version are frequently used to recognize and retrieval of faces (Mohammed et al., 2011) and biomedical images (Oliveira et al., 2010).

An alternative linear Gaussian model to PCA is factor analysis (FA), which aims to explore the correlation among the variables. When applied to shape representation, FA may reveal aspects about the relationship between regions of interest and facilitates interpretation. Nonetheless, the use of FA in shape representation has been restricted to the representation of gross measurements and landmarks, regardless of exploring the relationship between pointwise shape-related variables, as the ones obtained from image registration (Reymert and Jöreskog, 1996; Machado et al., 2004).

The retrieval of images based on their content is still a challenge. Lew et al. (2006) presents a comprehensive discussion on the main aspects of image retrieval. Muller et al. (2004) and Iakovidis et al. (2009) show how CBIR systems can be used to retrieve images in general medical databases. Shape-based retrieval systems rely on the conciseness and effective representation of the objects’ contours (Zhang and Lu, 2004; Shu and Wu, 2011) or skeletons (Xie et al., 2008), as well as on methods that allow for shape matching and the definition of similarity metrics (Xu et al., 2009; Biswas et al., 2010).

Image retrieval is even more challenging when the database to be searched is composed of images depicting objects of the same class, with uniform shape and subtle differences, as in the case of biomedical imaging (Mallik et al., 2010). In the next sections we discuss how factor analysis can be used to reduce the dimensionality of complex shape representation and allow for effective retrieval of images depicting structures with similar shapes.

3 METHODS

3.1 Image Registration

The images in the database should be registered to a reference in order to establish a common basis for comparison. Image registration can be stated as the process of determining a correspondence between each pixel in a reference image to a pixel in the subject image (Gee, 1999). The result of registration is a displacement vector for each pixel. When a structure does not present texture information, registration may be applied to the boundaries, and thin plate splines used to interpolate the warping to the whole structure, so that each pixel in the reference image is assigned a displacement vector.

3.2 Image Description

The overwhelming amount of information resulting from image registration should be properly handled as a data reduction problem. Factor analysis is a powerful multivariate analysis method that explores the correlation among the variables of a problem. Similarly to PCA, it makes it possible to manage the high-dimensional datasets obtained from imaging modalities. A fundamental feature of FA is that, in addition to data reduction, it may favor data interpretation.
In PCA, the original \(p \times N\) data matrix \(X\) composed of \(N\) subjects at a \(p\)-dimensional centered variable space is rotated in order to find the orthogonal axes along which the data is maximally spread out. Data reduction is achieved by taking only the first \(m\) rotated variables (principal components). It can be shown that the rotation matrix that causes the data to align with the principal components is the orthogonal \(m \times p\) matrix \(B^T\) whose rows are the eigenvectors of the covariance matrix associated with the \(m\) largest eigenvalues. The rotated data matrix \(Z\) is given by

\[
Z = B^T X.
\] (1)

In factor analysis, the \(p \times N\) data matrix \(Y\) composed of \(N\) subjects at a \(p\)-dimensional standardized variable space is represented as linear combinations of \(m\) hypothetical constructs called factors:

\[
Y = AF + E,
\] (2)

where \(F\) is \(m \times N\) matrix of common factors, \(E\) is the matrix of unique factors which account for the portion of \(Y\) that is not common to other variables, and \(A\) is the \(p \times m\) loading matrix. The coefficients of \(A\), called loadings, express the correlation between variables and factors. The factor analytic model assumes that common and unique factors are not correlated and have null expected values. The covariance matrix for the common factors is the identity matrix.

Considering the assumptions of the factor analytic model, the variance of a given variable can be decomposed into components related to the common and unique factors. Since \(AF\) and \(E\) are not correlated, the covariance matrix of their sum is the sum of the covariance matrix of each term. Also, since \(cov(F) = I\), the relationship between the data covariance matrix, \(S\), and the covariance matrix of the unique factors, \(P\), can be written as

\[
S = cov(AF) + cov(E) = AA^T + P.
\] (3)

Many techniques have been proposed to determine \(A\). The simplest one, called principal factor method, neglects \(P\) and uses spectral decomposition to represent the covariance matrix \(S\):

\[
S \approx AA^T = QLQ^T = (QL^{1/2})(QL^{1/2})^T,
\] (4)

where \(L^{1/2}\) is the diagonal matrix with the square root of the \(m\) largest eigenvalues of \(S\), and \(Q\) is the \(p \times m\) matrix of the corresponding eigenvectors. Therefore, the loading matrix can be estimated based on the sample covariance matrix as

\[
A = QL^{1/2}.
\] (5)

An important property of the loading matrix \(A\) is that it can be rotated and still be able to represent the covariance among factors and original variables. The rotation of loadings plays an important role in factor interpretation, as it is possible to obtain a matrix that assigns few high loading for each variable, keeping the other loadings small. The quartimax algorithm (Reynent and Jüreskog, 1966) is an orthogonal rotation method that maximizes the variance of the squared loadings in each column of the loading matrix, so that each variable presents high loading for fewer factors.

Once the linear coefficients are determined (and rotated, in the case of FA), we may want to represent the original dataset in the new lower-dimensional variable space. This is done by computing the principal component scores, \(Z\), and factor scores, \(F\), for each subject in the sample. In PCA, \(Z\) is directly computed from (1). In FA, \(F\) can be computed based on (2), replacing the loading matrix \(A\) by its rotated version \(R = AF\), where \(T\) is the \(m \times m\) orthonormal matrix determined by the quartimax algorithm. We also desire that the common factor scores, \(F\), maximally represent \(Y\), so that the specific factors may be minimized in a mean squared sense. The factor scores can thus be obtained by solving the overdetermined linear system \(Y = RF\), viz.,

\[
F = R^T Q L^{-1} Q^T Y.
\] (6)

3.3 Image Retrieval

In a CBIR system based on image registration, the user presents an image as a query, which is registered to the reference image. The features obtained from the resulting mapping function are compared to the features of the images stored in the database, which have been previously processed and registered to the same reference. Following a measure of similarity, the most similar images are retrieved and presented to the user. In this work, the metrics used to determine the similarity between two images were the Euclidean distance and the cosine of the angle between their corresponding vector representation in the factor space (Lew, 2010).

The effectiveness of an image retrieval system can be evaluated by computing two metrics: The recall of the system is the ability to retrieve relevant images. It is defined as the ratio between the number of retrieved images considered relevant and the total number of relevant images in the database. The precision reflects the ability of the system to retrieve only relevant images. It is defined as the ratio between the number of retrieved images considered relevant and the total number of retrieved images. The plot of recall × precision for the results of a query gives an estimate of the effectiveness of a CBIR system, as a
compromise between both performance metrics is expected. Since a CBIR system should be evaluated for a set of queries, an average precision value for each level of recall is usually computed. Moreover, a single average precision value for all queries, computed based on all levels of recall is of interest, as it provides a simple way to compare the performance of different approaches.

4 EXPERIMENTS

The ability of the proposed CBIR system to retrieve images from large homogeneous datasets is illustrated with a case study on the morphology of the corpus callosum, the largest bundle of axons connecting the two hemispheres of the brain, whose shape variation is related to many degenerative and genetic diseases. The MRI images used in the experiments are a set of 299 patients and normal controls recruited for a study on schizophrenia. The images were divided into 4 groups: one composed of a single subject used as a reference for registration; 6 subjects of varying shapes used as queries; 50 subjects used to evaluate the precision of the system; and the remaining 242 subjects used to compute the eigenvalues and the loadings for the PCA and FA transformation models. The provided images had been previously segmented by supervised thresholding for other studies. For each segmented image, the boundary of the callosum was automatically determined using the Rosenfeld algorithm for 8-connected contours and the pointwise curvature of the callosum contour computed for each subject, using the $k$-curvature metric (Gonzalez and Woods, 2002). Registration was performed, by aligning the reference image to all 298 subject’s images of the dataset through dynamic programming, based on the elastic matching algorithm. Average registration time was 2.9 s. All methods were implemented in IDL 7.0 and run in a 2.66 GHz Intel Quad Core 2 processor computer with 4 GB of RAM, under Windows XP operating system.

Centered data matrix $X$ and the standardized data matrix $Y$ were formed by taking the $x$ and $y$ components of the displacement fields obtained from registration, at each of the 2830 pixels of the callosal template, in a total of 5660 variables for each of the 242 subjects. Data reduction was performed through PCA and FA, based on different number of components. The computational costs for the off-line steps, considering 12 components, were: 4.6 s for the eigendecomposition of the data matrices; 0.5 s for the computation of the rotated loadings; 15 ms for the computation of the PCA scores; and 16 ms for the computation of the factor scores.

The evaluation of the methods was based on the response of a group of 10 voluntary raters selected from staff, graduate and undergraduate students of the university (3 females and 7 males; age 20-42), with no previous training on neuroanatomy. The users were asked to select up to 10 structures considered to be similar to each of the 6 query images, from the set of 50 candidate images randomly displayed in a separate chart. For each query, the 10 most voted images were considered to be relevant. The average number of votes per query ranged from 3.6 to 4.7. Additionally, the evaluation of relevance was performed based on the judgment of an expert, in order to evaluate the impact of the user perception on the results. It should be noticed that both the queries and the set of 50 images used in the evaluation step were excluded from the data used to compute the eigenvectors and loadings.

An example of the results of image retrieval based on FA and PCA, considering 12 components and the Euclidean distance, is shown in Figure 2. The first structure in each image is the query. The remaining structures, from left to right, top to bottom, are the 15 first retrieved structures for each method. The structures considered relevant by an expert rater are shown in black. The factor scores.

The evaluation of the methods was based on the response of a group of 10 voluntary raters selected from staff, graduate and undergraduate students of the university (3 females and 7 males; age 20-42), with no previous training on neuroanatomy. The users were asked to select up to 10 structures considered to be similar to each of the 6 query images, from the set of 50 candidate images randomly displayed in a separate chart. For each query, the 10 most voted images were considered to be relevant. The average number of votes per query ranged from 3.6 to 4.7. Additionally, the evaluation of relevance was performed based on the judgment of an expert, in order to evaluate the impact of the user perception on the results. It should be noticed that both the queries and the set of 50 images used in the evaluation step were excluded from the data used to compute the eigenvectors and loadings.

An example of the results of image retrieval based on FA and PCA, considering 12 components and the Euclidean distance, is shown in Figure 2. The first structure in each image is the query. The remaining structures, from left to right, top to bottom, are the 15 first retrieved structures based on each method. The structures considered relevant by the expert rater are shown in black. It can be seen that FA was able to provide much better precision than PCA, retrieving 7 relevant structures, while PCA could retrieve only 3. The superiority of FA was observed throughout the experiments. Figure 3 shows an average precision ×
Figure 3: Average precision × recall plot considering 12 components and the Euclidean distance. The precision axis shows an average of the precision for the 6 queries, at different values of recall, based on FA for the expert (solid) and for the group of raters (dotted), and based on PCA for the expert (dashed) and for the group of raters (dash-dotted).

Figure 4: Overall average precision × number of components plot considering the cosine metric (a) and the Euclidean distance (b). The precision axis shows an average of the precision taken at all levels of recall and considering all the 6 queries, based on FA for the expert (solid) and for the group of raters (dotted), and based on PCA for the expert (dashed) and for the group of raters (dash-dotted).

5 CONCLUSIONS

A CBIR system based on factor analysis for the retrieval of medical images depicting similar-shaped structures was presented. The representation of the images in the factor score space is advantageous as the amount of information that should be accounted for is drastically reduced. The method makes it possible to manage the information obtained from image registration which is a pointwise displacement field for each image in the database. The correspondence of these new variables to morphological features in the structure is possible, since FA aims to represent the correlation among original variables, instead of principal modes of variance, as is the purpose of PCA. The association of factors to shape variability contributes to the retrieval effectiveness, as shown in the experiments.

The method’s ability to retrieve relevant images was exemplified in a study of the corpus callosum, a structure with very subtle shape differences. The factor analysis approach overperformed PCA in all scenarios. The relevance of the method relies in the fact that it may serve as a sophisticated visual information retrieval model for structures with complex shape variability, in which small differences should be accounted for.

The method deserves more systematic evaluation with different structures and larger set of raters, as vi-
ual perception is subjective and difficult to quantify. Relevance feedback is another important step to be considered. Different similarity functions associated to relevance feedback may enhance the effectiveness of image retrieval, as the user’s preferences are more rapidly met. The method’s ability to retrieve images of the same group may qualify image retrieval as a potential knowledge discovery tool. It implements new levels of supporting environments and opens new perspectives to exploratory research in image databases.
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