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Abstract: This paper proposes DISEArch, a novel strategy for searching electronic health records (EHR) of patients that have a specific disease. The objective of DISEArch is to enhance research activities on disease analysis allowing researchers to describe the disease they are interested on, and providing them the EHRs that best match their description. Its principle is to improve the precision of searching EHRs combining the analysis of structured attributes with the analysis of narrative text attributes producing a semantic ranking of EHRs with respect to a given disease. DISEArch is useful in medical systems where the information about the primary diagnosis of patients may be hidden in narrative text hindering the automatic detection of relevant records for clinical studies.

1 INTRODUCTION

Electronic health records (EHR) are a rich source of knowledge for medical research. However, their use has been limited due to the fact that important information is stored in narrative texts, intended for humans, difficult to search and analyse automatically. One of the requirements of medical research is to find the EHRs of patients that have been diagnosed with a specific disease. This task that should be easily done using classical queries (e.g. SQL) is very time-consuming because diagnosis is frequently hidden in the text (e.g. medical notes), hindering the possibility of automatically detecting relevant records and requiring the participation of an expert. Previous work on EHR systems propose strategies to improve automatic processing of narrative text in EHRs using information retrieval and data mining techniques (Han et al., 2006)(Zhou et al., 2005).

This work proposes DISEArch, a strategy for searching in EHRs those records that match a specific diagnosis, regardless of the kind of attribute (structured or non structured) that contains the information. DISEArch is composed of three phases. The first extracts the set of patient records from the medical health system. The second phase applies classical queries on structured attributes and text mining techniques over narrative text. Finally, it ranks the records by applying a semantic distance function with respect to the given disease description. DISEArch has been useful in reducing the time required for searching medical records. The structure of the paper is as follows. Section 2 presents the analysis of related works on narrative text and medical record analysis. Section 3 presents DISEArch, including its main components. Section 4 presents the main aspects of the prototype of DISEArch and the evaluation of its behaviour. Finally, Section 5 concludes this paper.

2 RELATED WORKS

Figure 1 presents a taxonomy of existing works related to text mining from EHRs. The initial categories offered are general approaches, algorithms, tools and scope. General approaches refer to three main bodies of work: information retrieval, natural language processing (NLP) and text/data mining. Algorithms are further divided into those aimed at data preparation and those aimed at data detection or classification. Tools offers a list of some available software tools which may support the process of text mining from EHRs. Finally, scope centers on work aimed at analyzing negated sentences, as opposed to work which is more generic. In our taxonomy (Figure 1) general approaches start with text mining, which consists of analyzing (portions of) documents typically made up of natural language. Its purpose is to uncover patterns, trends and relationships between words, meanings, terms or concepts (Spasic et al.,...
The second general approach is related to the field of information retrieval (IR) (Manning et al., 2008). The last general approach deemed useful for our purposes is natural language processing (NLP), which refers to the recognition and use of information expressed in human language through computer-based systems (Hotho et al., 2005).

Our taxonomy continues by classifying specific types of algorithms that can be used as part of the three general approaches, depending on the stage of the process. With regards to data preparation we include four kinds of algorithms that prove useful in preparing unstructured health records prior to analysis. Tokenization is the process through which a flow of text is divided into segments. Lemmatization refers to a method in which verbs are transformed into their base form or nouns into their singular form. Stemming is used for removing irrelevant terms from the text. The last type of algorithm is tagging, which involves the interaction with a user that labels the text. In the case of EHRs, these tags are typically part of a controlled vocabulary, such as UMLS (USNLM, 2011). The second general type of algorithm in our taxonomy is grouped under classification and detection. Decision trees are a common part of the tool-belt for data mining and are useful in classifying conditions hierarchically such that a final decision is reached when a path can be followed from the root to one of its leaves. Bayesian networks are a powerful tool which is implemented through acyclic directed graphs that contain a set of nodes, each representing a random variable. (Antal et al., 2001). A related kind of algorithm is called hidden Markov model, which represents a statistical model for linear problems and is widely used for speech recognition (Ginter et al., 2009). The third branch of related works is focused on the tools that support data and text mining in EHRs. Among these we find GATE (General Architecture for Text Engineering) which offers a general open source framework for developing or deploying software components for text engineering (Cunningham et al., 2011). Another tool is the Link Grammar Parser, which syntactically analyses text based on link grammar. EMERSE (The Electronic Medical Record Search Engine) (Hanauer, 2006) is specifically aimed at EHRs, acting as a search engine for free text inside such records. Using the taxonomy proposed above, Table 1 presents a comparative review of relevant literature around data/text mining in EHRs.

## 3 DISEArch STRATEGY

The strategies to examine narrative texts described in Section 2, provide a broad knowledge base to address the analysis of unstructured text inside EHRs. How-
ever, they are focused exclusively on the analysis of narrative text without taking into account the dependencies on other (structured) fields within the record. This work explores the combination of structured and narrative analysis to enhance the precision on the selection of relevant records for medical research. The strategy proposed in this section, called DISEArch, allows researchers to describe the disease they are interested in and provides them the set of health records that better match their description.

3.1 Phases

The process of analyzing health records in DISEArch is divided into the phases illustrated in Figure 2. In the first phase DISEArch allows medical researchers to describe the disease they are interested in using a template. This template includes formal and informal aspects of the disease, including the scientific name, the informal name, the tests that are typically used to diagnose the disease, and the symptoms of the disease. Once the disease is described, each of the fields are enriched using knowledge about the disease. The enrichment is made using a knowledge base created in OWL (Bechhofer et al., 2009) using a MeSH based thesaurus. The set of preliminary records are stored in a local database where DISEArch executes the analysis. The goal is to find the elements described in the disease within each one of the selected records, regardless of whether they are contained in an structured or a narrative text field. After this analysis, a score is given to each one and then prioritized.

3.2 Search Process

The disease description is divided into $n$ subgroups $S$ that are composed by $m$ literals $L$ (Definition 1). An example of subgroup is Disease Name and its literals are Scientific name, Formal name, Informal name, Synonyms and Acronyms. Similarly, health records $M$ are divided into a set of $p$ structured attributes $S$ and $q$ narrative text attributes $T$ (Definition 2).

**Definition 1. Disease Description.** A Disease definition $D$ is composed of a set of subgroups $S = \{s_1, s_2, \ldots, s_n\}$ that describe the main characteristics of the disease. Each subgroup $s_i$ is specialized in a view of the disease and is composed of a set of literals $L(s_i) = \{l_{i1}, l_{i2}, \ldots, l_{im}\}$ where $l_{ij}$ represents a fixed value for an atomic characteristic of the disease.

**Definition 2. Health Record.** A health record $M$ is composed of a set of structured attributes $C = \{c_1, c_2, \ldots, c_p\}$ whose domain of values is discrete and a set of narrative text attributes $T = \{t_1, t_2, \ldots, t_q\}$ whose domain is a natural language text.

The goal of the search process is to detect within $C_k$ and $T_k$ of a record $M_k$, the value of each one of the literals $l_{ij}$. If the value of the literal $l_{ij}$ is found in at least one attribute of the record $M_k$, the value of the search process is changed to one (1), otherwise it is left at zero (0).

DISEArch contains two search functions in charge of detecting the occurrence of literal values into health records; the first one detects the value of a literal in structured attributes and the second one searches within narrative text attributes. Searching structured attributes is straightforward using classic sql queries. On the contrary, searching within narrative texts includes a previous preparation of texts and analysis that is detailed in Algorithm 1.

**Algorithm 1: Narrative text search function.**

**Require:** Record narrative text attributes

**Ensure:** Record search result

1: $i, j, result \leftarrow 0$
2: **for all** $textAttribute$ in record **do**
3: $p \leftarrow prepareText(textAttribute)$
4: **for all** $subgroup$ in diseaseTemplate **do**
5: **for all** $literal$ in subgroup **do**
6: $ortResult \leftarrow searchValue(p)$
7: **if** $ortResult = 1$ **then**
8: $semResult \leftarrow searchContext(p)$
9: **if** $semResult = 1$ **then**
10: $result \leftarrow 1$
11: **end if**
12: **end if**
13: $j \leftarrow j + 1$
14: **end for**
15: $i \leftarrow i + 1$
16: **end for**
17: $recordResult[i, j] \leftarrow result$
18: **end for**
19: **return** recordResult

---

At the end of the search process the output is the score for each literal as the matrix $Res$ illustrates and the number of hits for each one of the literals. The columns of $Res$ represent the literals of each subgroup and the rows the health records.

$$
Res = \begin{pmatrix}
I_{11} & I_{12} & \cdots & I_{n1} & I_{n2} & I_{n3} \\
M_1 & 1 & 1 & \cdots & 1 & 1 & 1 \\
M_2 & 0 & 0 & \cdots & 1 & 1 & 0 \\
M_k & 0 & 1 & \cdots & 1 & 0 & 0 \\
M_r & 1 & 0 & \cdots & 0 & 0 & 0
\end{pmatrix}
$$

### 3.3 Integration Process

The integration process is in charge of representing the results of the search process taking into account the semantics of subgroups. This integration includes the results provided by structured and non-structured search functions. For doing this new representation the process takes into account the Definitions 3, 4, 5.

**Definition 3.** Subgroup Intensity. The intensity $I$ of a subgroup of literals $s_i$ is the normalised percentage of matched literals within the health record $M_j$. If a literal has multiple possible values (e.g. multiple acronyms) each value is considered a literal (e.g. Acronym 1, Acronym 2, etc.).

**Definition 4.** Subgroup Utility. The utility $U$ of a subgroup of literals $s_i$ is a percentage value of the importance it has in identifying the disease diagnosed in a health record assuming that all the values of the literals are positive.

**Definition 5.** Subgroup Level of Hits. The number of hits $H$ of a subgroup $s_i$ is the normalised number of times that literal values were matched within $M_j$.

In order to calculate the utility of each subgroup DISEArch uses a classical method of multi-criteria decision analysis where each subgroup is evaluated on multiple criteria by experts and the utility is “the average specified in terms of normalised weightings for each criterion, as well as normalised scores for all options relative to each of the criteria” (Keeney and Raiffa, 1976). The number of hits is used as an optional calibration value that takes into account the number of times that literal values are found in a health record. The intention is to assign a higher weight to records that have the same literal multiple times. This value is optional because for some subgroups it is important, but for others it is not. At the end of the integration process an integration matrix is generated (see Matrix $I$). The values of the literal in each subgroup are described in the following columns:

1. $s_i$ is 1 if at least one of the literals of the subgroup was found in the health record $M_j$, otherwise its value is 0.
2. $s'_i$ is the intensity of the subgroup.
3. $s''_i$ is the utility of the subgroup to detect the disease.
4. $s''''_i$ is the number of hits of the subgroup. This columns is optional.

$$
I = \begin{pmatrix}
s_1 & s'_1 & s''_1 & s'''_1 & \cdots & s_n & s'_n & s''_n & s'''_n \\
M_1 & 1 & 1 & 0.6 & 1 & \cdots & 1 & 1 & 0.4 \\
M_2 & 0 & 0 & 0.6 & 0 & \cdots & 1 & 0.66 & 0.4 \\
M_k & 1 & 0.5 & 0.6 & 0.5 & \cdots & 1 & 0.33 & 0.4 \\
M_r & 1 & 0.5 & 0.6 & 0.7 & \cdots & 0 & 0 & 0.4
\end{pmatrix}
$$

The distance function between the disease description $D$ and each one of the analyzed health records $M$ is calculated using a distance function (e.g. Euclidean, Manhattan). The disease description as well as each record are represented in a n-space (see Equation 1 and 2, respectively), where $n$ is the number of subgroups.

$$
D = (p_{s_1}, p_{s_2}, \ldots, p_{s_n}), \quad M = (q_{s_1}, q_{s_2}, \ldots, q_{s_n}).
$$

The value of each point $p$ is equivalent to $s''_i$ and the value of each point $q$ is calculated using the product of $s''_i \times s'''_i$. The record with the shortest distance is the first one in the prioritized list and so on.

### 4 IMPLEMENTATION AND VALIDATION

In order to evaluate DISEArch and validate its improvement on the selection of the most relevant health records given a disease, a prototype has been constructed and used to evaluate its precision and recall. This section presents the main results obtained during this evaluation.

#### 4.1 Prototype

For evaluating the behaviour of DISEArch we developed the components presented in Figure 3. These components are written in Java. The template of the disease can be filled using the GUI or directly using an XML file. The Dictionary Manager handles the knowledge base that allows the enrichment of the description of the disease. The knowledge base is implemented in OWL (Bechhofer et al., 2009). The Extraction Manager is in charge of the extraction and initial
preprocessing of medical records from the EHR system. This component is parametrized according to the characteristics of the system and extracts the records according to the definition of initial parameters, such as date of admission, gender or age of patients. Persistent Manager and the DataStore Manager store the required tables to perform the search process inside a database. These tables are used to create a single view with all the unstructured and structured data. The component Text Mining is the core of the analysis and implements Stemming using Porter Stemmer algorithm, simple string tokenisation, sentence splitting, POS tagging using Probablistic Part-of-Speech Tagging Using Decision Trees (Schmid, 1994) for annotating text with part-of-speech and lemma information and finally gazetteer lookup using regular expressions. This component has a coordinator that calls each of the search engines. The Narrative Search Engine is in charge of the analysis of natural language and was developed using the GATE API (Cunningham et al., 2011). This API enables the inclusion of all the language processing functionality within DISEArch. In addition, we use Treetagger (Schmid, 1994), a Pearl implementation which provides tokenization and Part of the Speech tagger. The Structured Search Engine is in charge of searching the disease over the structured attributes. Finally the Integrator component integrates the results using the semantic rules and prioritizes the set of records.

4.2 Experiment Context and Results

Pulmonary Embolism (EP) was chosen to test DISEArch. A medical expert provided the subgroups and literals that describe it. Preliminary selection parameters for EHRs were defined: patients over 18 years old and records created between 2009-2011. One key item to obtain precision and recall was the prioritization process that was explained in Section 3. The results and their associated medical records were clustered according to their relevance (Lowly prioritized, Mildly prioritized and Highly prioritized medical records). The obtained results with DISEArch were 250 medical records, which correspond to records with at least one positive literal w.r.t the disease description. From these records, the prioritization process classified 30 as high, 52 as medium and 168 as low, according to the distance function.

In order to validate the precision and recall of DISEArch a medical expert analysed manually the records detecting 112 EP positive medical records. From these results DISEArch obtained 30 as high, 50 as medium and 32 as low. The precision and recall are presented in Figure 4. As expected the precision and recall is high for high and medium positive records. The low precision of the Low group is the consequence of the inclusion of records that contain few literals in common with the disease template.

5 CONCLUSIONS

The DISEArch strategy presented in this paper enables medical researchers to identify those EHRs that include the diagnosis of a specific disease. This time-consuming and expert-dependent task can be supported by DISEArch through specific rules for identifying diseases and weights to prioritize the selected records, leaving the expert task to one of review and acceptance, rather than search and retrieval. DISEArch goes beyond classical text mining because it uses unstructured text in medical records as well as related structured fields to enrich the final results. From our first tests we found that, although the non-prioritized results are already helpful and accurate (as compared to expert selected records), prioritization still plays an important role in the classification of medical records because it adds precision and contributes to the review process by presenting the records in terms of how close they are to the disease template.
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