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Abstract: Nowadays, it’s possible to find huge amounts of steadily increasing web resources. Service composition languages and tools are widely used for creating compositions of multiple services in order to meet the user’s requirements in the cases when a single Web service does not perform a required task. However, despite the relative intuitiveness of currently available tools, they still require a careful manual assembly of a composition flow by the end-user, thus requiring some technical knowledge on the functioning of each individual component. We provide a full user-centric approach to create NGMs (Next Generation Mashups) interactively through W2AC (Wishful and Wisdom-Aware Composing): First, end-user wishes are considered, then a composition knowledge is extracted from existing reputable mashups created by skilled users. Thus, end-users are able to easily generate their own NGM in a fully customized fashion.

1 INTRODUCTION

The Wishful and Wisdom concepts are the foundations of our work. Generally, in many related works (Chowdhury et al., 2010; Riabov et al., 2008; De Angeli et al., 2011; Casati, 2011), these concepts are considered in a separated fashion. We take advantage of the potential of this combination (users’ desire + collective knowledge), to embrace a resource composition focused on the end-user. To explain our W2AC vision, some concepts are introduced.

Our approach is based on BDI systems, which has a modal component to reason about propositional attitudes: beliefs, desires and intentions (BDI) (Dastani and Steunebrink, 2009). In this sense, we cover these aspects under the Wishful concept. Thus, we aim to determine what the user really wants from an explicit request made in natural language (Pedraza et al., 2011), since it is difficult to propose to the user a service that meets his/her search requirements, without knowing the true meaning of what he/she really wants.

Wisdom is a concept closely related to the paradigm of collective intelligence (CI) (Agarwal et al., 2010; Dalal, 2008). Generally, some approaches that have considered CI, argue that the users do not need a high level of expertise in service creation platform for composing mashups, if they have an adequate assistance, advice, or help by another users, who have previously solved the same (or similar) problem (Szuba et al., 2011; Maries and Scarlat, 2011).

On the other hand, many research efforts have been done on automatic composition, especially within the AI planning and Semantic Web communities. Other work uses process models or formal representation (e.g., Graphs) (Maaradji et al., 2011; Chowdhury et al., 2011). Further, current approaches about composition work on resources of the same type (i.e., just on Web services, like BPEL) (Riabov et al., 2008). The review on the state of the art shows there are currently no approaches that dare to make a combination of the great diversity of existing resources. Wasting the diversity of available resources and limiting the emergence of novel and interesting resources. In this context, we propose a combination of web resources called NGM. NGM is an hybrid integration of different types of available resources created by end-users. We provide an approach to create NGM’s interactively through W2AC: First, end-user wishes are considered, then a composition knowledge is extracted from existing reputable mashups or different resources created by other more technically skilled users.
2 THE USERS’ DESIRES

COMPOSER: W2AC

This section presents the formal definition of the main components of an NGM: a query model that describes the formal user request and a Mashup model to derive the semantic description of an NGM, based on the descriptions of its individual components. A fundamental characteristic of our model is that it captures not only the semantics of inputs/outputs (and its functional dependency), and operations, but also the semantics of control operator structures (i.e., composition structure patterns).

2.1 Query Model

Currently there is no a model that represents the formal request of end-users, therefore, below we present our proposal for this concern.

2.1.1 User Request \((Q_0)\)

This kind of request is an informal query, which represents the desired results from users. Thus, these queries are used to describe the compositions goals or to specify the input conditions for the service retrieval stage (very phase important into composition process).

2.1.2 Definition 1 (Formal User Request \(Q\))

Let \(Q_0\) the informal user request expressed in natural language before its analysis. A formal user request \(Q\) is defined as a tuple \(Q = (\text{userID}, F, NF, C, \lambda)\) where userID is the identifier of the user that perform the request, \(F\) is a non-empty finite set of elements that represent Functional Words, such that \(F = \{f_1, ..., f_n\}\).NF is a finite set of elements that represent Non-Functional Words, such that \(NF = \{nf_1, ..., nf_m\}\). \(F\) and \(NF\) are distinct, \(F \cap NF = \emptyset\). C is a pair \(C = (W, P)\) where \(W\) is a non-empty finite set of words that denote Control Words (e.g., If, which, and, or, etc.), \(W = \{c_1, ..., c_m\}\), and \(P\) is a finite set of elements that represent Punctuation Marks (...). \(\lambda = (F \times C)\) is the function that records the sentence meaning/structure, which is helpful to generate the logical mashup model (which is described in detail in the following section).

Elements both \(F\) and \(C\) can represent Operators \(O = \{o\}\). A Operator is a basic unit both retrieval and composition phases. Generally, \(o\) represents one or more abstract services from a subset of existing real services. \(NF\) is considered a Parameter \(P = \{p\}\) used to refine the ranking of retrieved services.

2.1.3 Definition 2 (Folksonomy)

Folksonomies are being widely used in various tagging applications of the Social Web. Folksonomies reflect through tags the collective intelligence of a crowd or a community (Wisdom of the Crowds) in giving meaning to available resources (Power Tags)(Helic et al., 2011).

Three main entities are identified in our proposal: the user \(U = \{u_1, ..., u_n\}\), the resources \(R = \{r_1, ..., r_m\}\) and the tags \(T = \{t_1, ..., t_k\}\). Users annotate the resources with tags, creating triple associations between the user, the resource and the tag. Thus, the folksonomy can be defined by a set of annotations \(A \subseteq U \times R \times T\). A folksonomy can be considered as an specific case of a Taxonomy \(\tau\), i.e., if \(\tau\) is formed as a folksonomy by people specifying one or more tags \(t_j\) to describe certain objects (in this case operators, which represent web resources), the tags in \(\tau\) are unrelated and \(\tau\) is completely unstructured. Introducing a taxonomy structure in \(\tau\), enhances query expressivity, and also helps keep tag-based descriptions succinct(Helic et al., 2011). In this sense, according to above definitions, both Operators (Resources) \(o\) and Parameters \(p\) can be described by a specific set of tags \(d(o) \subseteq \tau\) and \(d(p) \subseteq \tau\) respectively, selected from the taxonomy \(\tau\).

2.1.4 Definition 4 (Tag Query \(q\))

In general, a tag query \(q \subseteq T \in \tau\) selects a subset \(\psi\) of an operator set \(O = \{o\}\) such that each operator in the selected subset is described by all tags in \(q\), taking into account sub-tag relationships between tags, i.e., if a tag \(t_i \in \tau\) is a sub-tag of \(t_j \in \tau\), denoted \(t_1 \sim t_2\). Therefore, according to this, formally we have:

- \(\psi_f(o) = \{o \in O | \forall t \in q_f \exists \ t' \in d(o) : t' \sim t \land \forall f_j \in F, \exists q_{f_j} : q_f \subseteq T\}\)
- \(\psi_c(o) = \{o \in O | \forall t \in q_c \exists \ t' \in d(o) : t' \sim t \land \forall c_j \in C, \exists q_{c_j} : q_c \subseteq T\}\)
- \(\psi_{nf}(p) = \{p \in P | \forall t \in q_{nf} \exists \ t' \in d(p) : t' \sim t \land \forall n_{f_j} \in NF, \exists q_{nf} : q_{nf} \subseteq T\}\)

Where: \(\psi_f(o)\) and is an operator subset of all operator set \(O = \{o\}\) such that each operator in this subset is described by all tags in \(q_f\) (set of functional word tags). Thus, for each \(f \in F\) there is a \(q_f \subseteq T\). \(\psi_c(o)\) is an operator subset of all operator set \(O = \{o\}\) such that each operator in this subset is described by all tags in \(q_c\) (set of control word tags). Thus, for each \(c \in W\) there is a \(q_c \subseteq T\). \(\psi_{nf}(p)\) is an parameter subset of all parameter set \(P = \{p\}\) such that each parameter in this subset is described by all tags in \(q_{nf}\) (set of non-functional word tags). Thus, for each \(n_f \in NF\) there is a \(q_{nf} \subseteq T\).
2.2 NGM Model

A data mashup model can be expressed as a tuple \( m = \{ userID, name, T, O, C, M, reputation \} \), where userID is the identifier of user that perform the request, name is the unique name of the mashup, \( T \) is the set of tags that describes it, \( O \) is the set of operators used in the mashup, \( C \) is the set of data flow connectors ruling the propagation of data among operators, \( M \) is the set of data mappings of output attributes to input parameters of connected operators, and reputation counts how many times the mashup \( m \) has been used (e.g., to compute rankings). Specifically:

2.2.1 Definition 5, Operators (\( O \))

At a logical level operators \( O \) are defined as a set \( O_k = \{ O_{b}, O_{t} = \{ name_{b}, T \} \} \) with name\(_{b}\) being the unique name of the operator \( o_{b} \) and \( T \) is a non-empty set of tags. However, at an executable level, i.e., of composition patterns, which include sequence operations; parallel operations, etc., \( O_p = \{ O_{p}, O_{m} = \{ In_i, Out_i, Op_i \} \} \) is a non-empty set of operators, where \( In_i = \{ in_{0}, ..., in_{k} \} \), \( Out_i = \{ out_{0}, ..., out_{k} \} \) and \( Op_i = \{ Op_{0}, ..., Op_{m} \} \) are respectively the sets of input, output, and operations of an operator \( o_{p} \). Thus, the set of Operators \( O \) is defined as: \( O = O_i \cup O_p \). We distinguish three kinds of operators:

- **Source operators**, which fetch data from the web or the local machine. They don’t have inputs, i.e., \( In_i = \emptyset \).
- **Typical operators**, which consume data in input and produce processed data in output. Therefore, \( In_i, Out_i \neq \emptyset \).
- **Control operators**, which are composition structure patterns: Sequential, AND-Split (Fork), XOR-Split (Conditional), AND-Join (Merge) and XOR-Join (Trigger)(Yu et al., 2007).

2.2.2 Definition 6, Data Flow Connectors (\( C \))

Let’s \( C = \{ c_{jk} \mid c_{jk} \in C \cap O = \emptyset \} \) the data flow connectors that assign to each operator \( o_{j} \) its predecessor \( o_{k} \) (where: \( j \neq k \)) in the data flow.

2.2.3 Definition 7, Data Mapping (\( M \))

Let’s \( M \) the data mapping represents the set of data mapping of the data flow from output parameters of an operator \( o_{j} \) to input parameters of the predecessor operator \( o_{k} \) (where: \( j \neq k \)), as follows: \( M = \{ m_{jk} \mid m_{jk} \in In \times Out : In \cap Out = \emptyset, In = U_{i=1}U_{j}in_{i,j}, Out = U_{i=1}U_{j}out_{i,j} \} \). In order to better understand the formalisms defined above, the Figure 1 shows our proposal for a Mashups’ meta-model, which is indeed very simple: only requires 13 concepts suffice to model its composition features at an executable level (abstractness).

Given the described models of query \( Q' \) and Mashup \( M \) we create the mashup \( m \) meets the user’s request from the large number and variety of resources on the currently Web in two ways: firts, we generate a Logical Mashup Model (LMM) by analyzing the user’s request in natural language and then, we generate an Executable Mashup Model (EMM abstractness) by matching LMM against our knowledge base. Thus, the Algorithm on Figure 2, details this strategy and summarizes the logic implemented by the generation of EMM.

![Figure 1: NGM metamodel.](Image)

**Algorithm 1: General EMM**

1. **INPUT** \( Q, Q' \) (strategy and summarizes the logic implemented by the generation of EMM).
2. **OUTPUT** EMM
3. **BEGIN**
4. \( Q = GetEmmFromRepository() \)
5. \( Q' = GetEmmFromRepository() \)
6. **LMM = GetLogicalMashupModel()**
7. **EMM = null**
8. **do**
9. **while** \( LMM = \emptyset \)
10. \( Q' = GetEmmFromRepository() \)
11. **if** \( Q' \) \( \cap \) \( LMM \) \( \neq \emptyset \)
12. **LMM = \{ LogicalMashupModel() \}**
13. **if** \( LMM = \emptyset \)
14. **OUTPUT** EMM
15. **end**
16. **for**
17. \( \{ LogicalMashupModel() \} \)
18. **end for**
19. \( Q' = GetEmmFromRepository() \)
20. **if** \( Q' \) \( \cap \) \( LMM \) \( \neq \emptyset \)
21. **LMM = \{ LogicalMashupModel() \}**
22. **end if**
23. **EMM = GetEmmFromRepository()**
24. **end**
25. **end**

In line 4, we get the formal query \( Q \) from the user’s request \( Q \) in natural language by the NLA function (Natural Language Analyzer)(Pedraza et al., 2011). Then the GetLogicalMashupModel() function gets the LMM from the \( Q \). In line 6, the GetEmmFromRepository() function gets an EMM abstractness, which has been previously generated by the same user or other users of our platform. If the
algorithm finds an exact or similar EMM, it is recommended to the user, avoiding the whole process of composition. In the absence of an EMM that satisfies the user’s request, the EMM is composed based on retrieved operators and the LMM obtained (between lines 10 and 22). Finally, the EMM generated is stored in a Repository of abstractness EMM.

3 CONCLUSIONS AND FUTURE WORK

The result of our research indicates that there is still a lack of approaches to provide a feasible solution for end-users to mash the great diversity of existing resources. In this paper, we proposed an hybrid integration of different types of available web resources. We call this combination Next Generation Mashups (NGM). To achieve this, we define a user-centric approach to create NGMs based on W2AC (Wishful and Wisdom Aware Composing), a composition paradigm that aims at determining what ordinary users really want (Wishes) from a request in natural language, to finally deliver them the best solution that meets their needs (without requiring programming or technical skills). To do this, we define two meta-models, one to describe the user’s request and another to represent the NGMs. Currently we have implemented the module that generates the LMM described previously. The next step of this work is to study and define new features that extend the NGM meta-model.
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