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Abstract: The Apache Hadoop software library is a framework for distributed processing of large data sets, while HDFS is a distributed file system that provides high-throughput access to data-driven applications, and MapReduce is software framework for distributed computing of large data sets. The huge collections of raw data require fast and accurate mining process in order to extract useful knowledge. One of the most popular techniques of data mining is the K-means clustering algorithm. In this paper, we developed a distributed version of the K-means algorithm using the MapReduce framework on the Hadoop Distributed File System. The theoretical and experimental results of the technique proved its efficiency.

1 INTRODUCTION

Nowadays, computational systems and science instruments generate petascale data stores. For example, the Large Synoptic Survey Telescope (LSST, 2011) generates several petabytes of data each year, while the Square Kilometer Array generates 200 Gbytes or raw data per second (SKA, 2011). Cyber security has to handle huge raw datasets and should provide actionable results in seconds to minutes while social computing stores vast amount of content that must managed, searched, and delivered to users over the Internet. Thus, the computational applications are becoming data-centric (Gorton et al., 2008). With Data Intensive Computing, organizations can progressively filter, transform and process massive data volumes into information that helps the users make better decisions sooner.

Data Mining is the process for extracting useful information from large data-sets. One of the most important techniques of data mining clustering is the k-means algorithm (LLoyd, 1982). K-means takes as inputs the desired number of clusters \( k \), and a dataset. It assigns data objects to the clusters according to a certain similarity measure. As the datasets are very large, the operation of assigning and/or reassigning data objects to their nearest centroids is very time consuming. One method is to distribute the dataset among a set of processing nodes and perform the calculation of centroids in parallel. This method follows the Single Program Multiple Data (SPMD) paradigm. It can be implemented by using threads, MPI or MapReduce (HMR, 2011).

The purpose of this study is to explore the possibility of using Hadoop’s MapReduce framework (AH, 2011) and the Hadoop Distributed File System -HDFS- (Dean and Ghemawat, 2008) to implement a popular clustering technique in a distributed fashion. The experimental results obtained so far are very promising and showed good performance of the proposed technique. In addition, the theoretical analysis of the complexity of the algorithm is inline with the experimental results, the approach scales very well and outperforms the sequential original version.

The rest of the paper is organised as follows. The related work is presented in Section 2. In Section 3 the proposed algorithms are presented. Section 4 presents the experimental results and in Section 5 we discuss the complexity issues of the techniques. Finally, Section 6 concludes the paper and highlights some future research directions.

2 RELATED WORK

There have been extensive studies on various clustering methods; and especially the k-means clustering has been given a great attention. However, there is very little on the application of k-means to
the MapReduce. Since its early development, the k-means clustering (LLoyd, 1982) has been identified to have a very high complexity and significant effort has been spent to tune the algorithm and improve its performance. While k-means is very simple and straightforward algorithm, it has two main issues: 1) the choice of the number of clusters and of the initial centroids. 2) the iterative nature of the algorithm which impacts heavily on its scalability as the size of the dataset increases. The right set of initial centroids will lead to compact and well formed clusters (Jin et al., 2006). On the other hand, in (McCallum et al., 2009) and (Guha et al., 1998), the authors explained how the number of iterations can be reduced by partitioning the dataset into overlapping subsets and iterating only over the data objects within the overlapping areas. This technique is called Canopy Clustering.

While the above studies largely concentrated on improving the k-means algorithm and reducing the number of iterations, there have been many other studies about its scalability. Recently, more research has been done on MapReduce framework. The paper (Zhao et al., 2009) presented Parallel k-means clustering based on MapReduce. It has been shown that the k-means clustering algorithms can scale well and can be parallelized. The authors concluded that MapReduce can efficiently process large datasets.

Some researches have conducted comparative studies of various MapReduce frameworks available in the market and studied their effectiveness in the area of clustering large datasets. In (S.Ibrahim et al., 2009), the authors have analysed the performance benefits of Hadoop on virtual machines, and it was shown that MapReduce is a good tool for cloud based data analysis. There have been also developments with Microsoft product DryadLINQ to perform data intensive analysis and compared the performance of DryadLINQ with Hadoop implementations (Ekanayake et al., 2009). In another study, the authors have implemented a slightly enhanced model and architecture of MapReduce called the Twister (Ekanayake et al., 2010). They have compared the performance of Twister with Hadoop and DryadLINQ with the aim of expanding the applicability of MapReduce for data-intensive scientific applications. Two important observations can be made from this study. First, for computation intensive workload, threads and processes did not show any significant difference in performance. Second, for memory intensive workload, processes are 20 times faster than threads. In (Jiang et al., 2009) a comparative study of Hadoop MapReduce and Framework for Rapid Implementation of data mining Engines has been performed. According to this study, they have concluded that Hadoop is not well suited for modest-sized databases. However, when the datasets are large, there is a good performance benefit in using Hadoop.

3 MAPREDUCE K-MEANS TECHNIQUE

The sequential k-means algorithm starts by choosing k initial centroids, one for each cluster and assigns each object of the dataset to the nearest centroid. Then it recalculates the centroid of each cluster based on its member objects and goes through again each data object and assigns it to its closest centroid. This step is repeated until there is no change in the centroids.

In this work we transformed the original k-means algorithm to meet the MapReduce requirements. The new k-means technique consists of four parts: a mapper, a reducer, a mapper with a combiner, and a reducer with a combiner.

3.1 Mapper and Reducer (MR)

The input dataset is distributed across the mappers. The initial set of centroids is either placed in a common location and accessed by all the mappers or distributed on each mapper. The centroid list has an identification for each centroid as a key and the centroid itself as the value. Each data object in the subset \((x_1,x_2,...,x_m)\) is assigned to its closest centroid by the mapper. We use the Euclidean distance to measure proximity of data objects; the distances between a data object and the centroids. The data object is assigned to the closest centroid. When all the objects are assigned to the centroids, the mapper sends all the data objects and the centroids they are assigned to, to the reducer (Algorithm 1).

After the execution of the mapper, the reducer takes as input the mapper outputs, \((key, value)\) pairs, and loops through them to calculate the new centroid values. For each centroid, the reducer calculates a new value based on the objects assigned to it in that iteration. This new centroid list is sent back to the start-up program (Algorithm 2).

3.2 Mapper and Reducer with Combiner (MRC)

In the MapReduce model, the output of the map function is written to the disk and the reduce function reads it. In the mean time, the output is sorted and shuffled. In order to reduce the time overhead between the mappers and the reducer, Algorithm 1 was modified to combine the map outputs in order to re-
The proposed combiner reads the mapper outputs locally, and calculates the local centroids. After that, the reducer reads the output produced by the mappers (which is only the local centroids instead of the entire dataset) and calculates the global centroids. This method reduces dramatically the read/write operations. The mappers and reducer now are using the combiner, which are described in Algorithms 3, and 4 respectively.
4 EXPERIMENTAL RESULTS

To evaluate the proposed MapReduce K-means technique, we use a cluster of 21 nodes. One of the nodes is defined as Namenode and Job Tracker and has an Intel Pentium IV cpu of 3.4GHz and 2GB of main memory. The remaining nodes are defined as Datanodes and Task Trackers; each of them has an Intel dual Core cpu of 2.33GHz and 2GB of main memory. The network has a bandwidth of 1Gbps. All nodes run Red Hat version 4.1.2−48 and 32bit operating system 5.5. We used Java Runtime version 1.6.0_16, Python 2.4.3 and Hadoop 0.21.0.

4.1 Input Datasets

We use spatial data for testing for many reasons. The distance measure, Euclidian distance, is well suited for such data, the spatial dimensions are very complex, as their combination with the Euclidian distance, define spherical shapes, which are not always desirable. We generated datasets containing clusters of different shapes, densities and noise. So, the primary dimensions are the spatial dimensions, we generated about 2G data objects of 2D and 3D. The 3d dataset before clustering is shown in Figure 1.

4.2 Results’ Analysis

As a first step of the k-means algorithm we have considered various methods, from random choice of centroids to canopy clustering, to generate initial centroids. Because the quality of the final clusters in k-means depends highly on the first step (initial generation of centroids), we decided against random choice. Instead, we chose a more dependable approach of the density distribution of the data objects. This worked well for our study as our aim was not to optimise the choice of initial set of centroids but to analyse the effectiveness of MapReduce to cluster. The final clustered 3d data points are shown in Figure 2.

With the Hadoop characteristics in mind, we have improved the clustering response time. We also studied the effect of the number of nodes on the speed of convergence of the clustering technique. So we used the same set of data objects and perform the MapReduce with just one node and gradually, we increased the number of nodes up to 21. As the number of nodes increases, the MapReduce k-means algorithm converges faster. For example, a dataset of 100K data objects, it takes about 110 seconds with one node to converge and 71 seconds with 4 nodes. It is far from an ideal speedup but it is an improvement of 35%.

Another very interesting point is the behaviour of the technique when the number of clusters, k, varies. As we can see in Table 1 increasing the number of clusters, the performance of the proposed technique is also increasing. For example, for k = 2, the simple MapReduce algorithm needs at least 8 participating nodes in order to outperform the sequential algorithm when the number of data objects is about N = 10 millions, and only 2 nodes when k = 10. Basically, more k is bigger more the technique needs to be distributed, because more computations are required to assign the objects to their corresponding clusters, and therefore, the overhead of the MapReduce procedure becomes less important.

![Figure 2: Final clusters of 3d data.](image)

Table 1: Number of nodes needed to outperform the sequential technique.

<table>
<thead>
<tr>
<th>N</th>
<th>k=2</th>
<th>k=4</th>
<th>k=10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MR</td>
<td>MRC</td>
<td>MR</td>
</tr>
<tr>
<td>10</td>
<td>&gt;20</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>100</td>
<td>11</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>500</td>
<td>16</td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>1000</td>
<td>&gt;20</td>
<td>2</td>
<td>20</td>
</tr>
</tbody>
</table>

More precisely, in Figures 3, and 4 we can see the behaviour of the proposed technique with 3 different numbers of clusters. The number of participating nodes varied from 1 to 21 (x-axis), while keeping constant the number of data objects to 1 billion.
As the number of the clusters \( k \) and the number of nodes increase, the efficiency of MapReduce k-means increases.

5 MAPREDUCE K-MEANS COMPLEXITY

In this section we validate theoretically the experimental results obtained in the previous section.

**Complexity of the Sequential Algorithm.** In the sequential k-means clustering the time complexity is given by the equation 1 (Lloyd, 1982).

\[
    T_S(N) = M \times k \times N
\]

where \( k \) is the number of clusters, \( N \) is the number of data objects, and \( M \) is the number of iterations.

**Complexity of the MapReduce Algorithm.** **Mapper:** Before using MapReduce for clustering, we need to partition the input data objects into \( x \) subsets, where \( x \) is the number of available mappers. In each mapper, we iterate through \( N/x \) data objects and for each centroid in the \( k \) clusters, for calculating the distance between them and assign for each objects its corresponding centroid. So, the complexity of the mapper is expressed by the following equation 2.

\[
    T_M(N) = \frac{M \times k \times N}{x}
\]

**Reducer:** In the reducer, we iterate through the output from \( x \) mappers for assigning each object and its corresponding centroid into a dictionary type variable for further processing. We then iterate through each centroid \( k \), by cumulating and counting the data objects in that cluster and calculate a new centroid. Therefore, the complexity of this operation is given by equation 3.

\[
    T_R(N) = M(N + \frac{N}{k}) = 2M \times N
\]

We repeat the MapReduce process \( M \) times until convergence. So, according to the equations 2 and 3 the total complexity for the MapReduce algorithm is as follows:

\[
    T_{MR}(N) = T_M(N) + T_R(N) = M \times N \left( \frac{k}{x} + 2 \right)
\]

**Complexity of MapReduce with Combiner.** **Mapper with Combiner:** In the mapper, we iterate through all the \( N/x \) data objects for each centroid to calculate the distances between them while the combiner calculates the \( k \) centroids each time the mappers terminate their process. Therefore, the complexity now is as follows:

\[
    T_{MC}(N) = M \times k \times N + \frac{N}{x}
\]

**Reducer:** In the reducer, we iterate through \( k \) outputs from \( x \) mappers to calculate the global centroids.

\[
    T_{RC}(N) = N + k
\]

We repeat the entire process for \( M \) iterations until convergence. Thus, the total complexity of the MapReduce with Combiner algorithm is as follows:

\[
    T_{MRC}(N) = T_{MC}(N) + T_{RC}(N) = M \frac{kN + N}{x} + N + k
\]

where \( x \) is the number of nodes assigned for the MapReduce K-means process.

Comparing the above mentioned complexities we can see the following:

**Sequential vs. MapReduce.** From equations 1, and 4 we can easily see that

\[
    \frac{MkN}{x} + 2MN \leq MkN, \forall (k > 2 \land x > 3)
\]
Thus, for any $k > 2$ and the number of the participating nodes is greater than 3 then the MapReduce k-means version outperforms the sequential one.

**MapReduce vs. MapReduce with Combiner.** From equations 4, and 7 we can derive the following:

$$\frac{N}{x} + N + k \leq 2MN, \forall (x \geq 1 \land M > 1)$$

Therefore, the MapReduce with Combiner technique outperforms the simple MapReduce technique even with one processing node and the number of iterations is more than 2 and in addition, the experimental results are inline with the theoretical analysis.

### 6 CONCLUSIONS

In this study, we have adapted the MapReduce technique to the k-means clustering algorithm. We describe the new technique and discuss its theoretical complexity. We validated our implementation by experiments on a cluster of workstations. The results show that the clusters formed using MapReduce are identical to the clusters formed using the sequential (original) algorithm. We also showed that by adding a combiner between Map and Reduce jobs improves the performance by decreasing the amount of intermediate read/write operations. In addition, the number of available nodes for the map tasks increases significantly the performance of the system.

As near future work we would like to: 1) Evaluate the performance of the proposed techniques on a very large number of heterogeneous computing resources (nodes) since one of the main problems of the MapReduce is that all the mappers have to finish their jobs before starting the reduce phase. 2) Express explicitly the overhead produced from both the MapReduce technique and the read/write operations as a function of the size of the input dataset and the number of the nodes ($T_0 = f(N, x)$).
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