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Abstract: The spread of microblogging services, such as Twitter, has made it possible to extract location-dependent context such as keywords specific to a geographical region, with fine granularity. The results of content analysis of microblogging services are affected by users who post excessive messages. In addition, because geographical granularity of users’ interests differs, it is preferable to support multiple levels of granularity for usability. Thus, we propose a ranking method of location-dependent keywords based on a term frequency-inverse document frequency method, which takes into account diversity of information sources and supports multiple zoom levels of geographical areas by approximation. We evaluated our ranking method with a real dataset from Twitter and showed its effectiveness. We also describe a prototype implementation of a system using our ranking method.

1 INTRODUCTION

Microblogging services, such as Twitter, have been spreading worldwide in recent years. A characteristic of users frequently updating their status has made it possible to obtain users’ context information with fine granularity in real time.

Accordingly, user content from microblogging services has been widely leveraged as a research object of user context (Tumasjan, Sprenger, Sandner and Welpe, 2010; Chen, Nairn, Nelson, Bernstein and Chi, 2010). In particular, context based on geographical location information, location-dependent context, is notable since users’ activities are closely related to their location. Moreover, the popularization of smartphones equipped with GPS receivers has encouraged research on location-dependent context. In fact, many studies analyzing content from microblogging services based on geographical location information have been conducted (Arakawa, Tagshira and Fukuda, 2010; Sakaki, Okazaki and Matsuo, 2010).

One way to express location-dependent context is to extract and rank location-dependent keywords, which characterize a geographical region by analyzing content from microblogging services. In content analysis of microblogging services, the impact of advertisement messages must be taken into consideration. Since microblogging services are also used as advertisement tools, malicious users may try to compromise the analysis result by posting a large number of messages. Though spam filtering with a Bayesian filter (Sahami, Dumais, Heckerman and Horvitz, 1998) would be considered effective to determine whether a message is an advertisement or not, it requires training using sample messages in advance. Moreover, it is difficult to determine what should be filtered out as malicious since an advertisement message may be useful if it contains context related to its location. Hence, it is not adequate to filter out all advertisement messages. Additionally, the granularity of geographical areas with which location-dependent context is analyzed is important. For instance, an application that analyzes and visualizes location-dependent keywords should use geographical areas with appropriate granularity based on the zoom level of a map because sizes of geographical areas in which users are interested may differ. Therefore, it is preferable to support multiple levels of granularity with a method that can reduce computational cost and database size, because a naive approach must calculate and store ranking scores for all zoom levels.

We propose a ranking method of location-dependent keywords, which enhances a term frequency-invert document frequency (TF-IDF) method (Salton and Buckley, 1988). Diversity of information sources is taken into consideration with our method. Specifically, by penalizing keywords with low diversity of users, the impact of excessive
repeating of messages by a few users is mitigated. Additionally, our ranking method supports multiple zoom levels of geographical areas by TF-IDF approximation. With this approximation, we need not to calculate and store TF and DF values for all zoom levels because values for only several zoom levels are stored and TF-IDF values for the intermediate zoom levels are interpolated. From evaluations using an actual dataset from Twitter, we show the effectiveness of user diversity and the accuracy of TF-IDF approximation. We also introduce a prototype implementation of a system using our ranking method.

The rest of this paper is organized as follows. Section 2 introduces our ranking method of location-dependent keywords. Section 3 describes the prototype implementation of a system using our ranking method. Section 4 discusses the evaluation of the effect of user diversity and approximation used in our ranking method. Related work is discussed in Section 5, and Section 6 gives the conclusions.

2 RANKING METHOD

In this section, we introduce our location-dependent keyword ranking method that enhances a TF-IDF method. In our method, diversity of information sources is utilized to suppress the impact of loud users. Moreover, our method supports multiple zoom levels of geographical areas by TF-IDF approximation.

2.1 Application of TF-IDF

The basic idea for extracting location context is to apply a TF-IDF method to ranking location-dependent keywords.

In contrast to original TF-IDF for determining how important a word is to a document in a collection of documents, the purpose of our approach is to determine how important a word is to a geographical area. For this purpose, we regard a collection of messages posted in a geographical area as a document of the TF-IDF method. A geographical point, latitude and longitude, tagged in a message is converted into a location label representing an area the point is located in. An area represented by a location label is one cell of a square grid on the Mercator projection of the earth. The size of an area is determined by zoom level. Specifically, a single cell covers almost the whole earth at zoom level 0 and is divided into four cells for each additional zoom level.

To label geographical points, we use tile coordinates, which are used in the Google Maps API (Google Inc., 2009) and reference a specific tile on a map at a specific zoom level. The tile coordinates \((x, y)\) at zoom level \(z\) are determined from a geographical point with latitude \(\phi\) and longitude \(\lambda\) as follows:

\[
\begin{align*}
x &= \left\lfloor 2^z \cdot \frac{\pi + \lambda}{2\pi} \right\rfloor \quad (-\pi \leq \lambda < \pi) \\
y &= \left\lfloor 2^z \cdot \frac{\pi - \ln(\tan(\phi) + \sec(\phi))}{2\pi} \right\rfloor \quad (-\phi_0 < \phi \leq \phi_0)
\end{align*}
\]

where \(\phi_0\) is latitude \(\phi\) such that \(\tan(\phi) + \sec(\phi) = e^\phi\), that is, approximately 1.484 rad (approx. 85.05 degrees). For instance, tile coordinates \((0,0)\) at zoom level 0 includes almost the whole earth.

We consider a TF-IDF-based keyword ranking method for each area whose location is expressed in the tile coordinate system. A TF-IDF value for a word \(w\) in an area with a location label \(l\) of tile coordinates \((x, y)\) at a specific zoom level is calculated as follows:

\[
\text{tfidf}_{w, l} = \text{tf}_{w, l} \cdot \text{idf}_w
\]

where \(\text{tf}_{w, l}\) is the number of occurrences of \(w\) in \(l\). The inverse document frequency \(\text{idf}_w\) is defined as:

\[
\text{idf}_w = \log_2 \frac{N}{n_w}
\]

where \(n_w\) is the number of areas where \(w\) occurs at least once.

To accurately rank location-dependent keywords, we need to pay attention to a definition of \(N\), which is simply the number of all areas in the case of the original TF-IDF method. Some words are given an unexpectedly high ranking score especially when a zoom level is high in which the minimum and maximum DF values tend to be close if we simply select the number of all areas for \(N\). If we instead take the number of “active” areas that accommodate at least one word, this unexpected ranking problem is mitigated since we can exaggerate the difference in the location-dependence of words by enlarging the difference between the minimum and maximum DF values. Yet, there is still room for improvement and we propose to use \(\max_{w}(n_w)\) instead of these selections of \(N\). Figure 1 plots these selections of \(N\) against various zoom levels for a dataset. If the number of all areas is selected as \(N\) at zoom level 16, the IDF value of a word with the maximum DF value is about 9.3 and the IDF value of a word that occurs at a single area is about 23.0. This means that, for least and most location-dependent keywords \(w_{23}\) and \(w_{24}\), \(w_{25}\) is ranked higher than \(w_{24}\) if \(w_{24}\) occurs only thrice of \(w_{25}\). On the other hand, if the number of active areas is selected as \(N\), the IDF values respectively change to 2.5 and 16.2.
By adopting the maximum DF value as $N$, IDF values for the least location-dependent keywords are zero. Consequently, a least location-dependent keyword is always ranked lowest.

We use the user diversity index to lower the ranking of keywords from malicious users. This index ranges from zero to one and approaches one when a word is uniformly posted by many users. Because of these characteristics, the ranking of keywords from malicious users is lowered simply by multiplying TF-IDF values by the user diversity index. We define diversity-weighted TF-IDF (DTF-IDF) as follows:

$$dtfidf_{w,l} = D_{w,l} \cdot tfidf_{w,l}.$$  

### 2.3 Zoom Support

It is preferable to provide rankings for each zoom level for usability since the granularity of interest may differ among users. Because a change in zoom level alters the geographical partitioning, the simplest solution is to calculate and store TF-IDF values for each zoom level. However, this requires a huge database whose size is approximately proportional to the number of TF entries. Moreover, the computational cost is also roughly proportional to these entries. Figure 2 shows the number of TF entries for each zoom level for a dataset of actual tweets collected from Twitter, which is described in detail in Section 4. If we maintain TF tables at each zoom level from 7 to 16, we need to keep about 15 million TF entries. Additionally, calculation of the user diversity index in real time needs to maintain the number of occurrences of words at all areas for each user. The total database size required for the dataset was about 1.3 GB.
be calculated with this approximation approach even if partitioning with $3 \times 3$ sub-areas is not supported.

### 2.3.1 IDF Approximation

For approximating TF-IDF values, IDF values for the omitted zoom levels must be estimated. This can be accomplished by interpolating DF values.

In general, location dependency of keywords varies according to the size of the target areas. For instance, if the size is large enough, a name of a nationwide chain store would have least location-dependency (IDF value) since the name would be posted in almost all areas. In contrast, in a small area, the name would have a relatively high dependency since it would be posted within a narrow range near the stores. Hence, we cannot simply use an IDF value for other zoom levels available in a database as the value for the target zoom level. Therefore, appropriate DF values should be used for TF-IDF approximation.

While one might think variations in DF values for all words have similar tendency to the number of areas, this is not the case. Figure 3 shows variations in DF values of some words and the number of active areas. The DF values monotonically increase as the zoom level increases. The shapes of the curves, however, differ from each other including "# of active areas". The DF value of "aid response" increases quickly from zoom level 13 to 16. In contrast, the DF value of "san francisco" increases gradually in this range.

The tendency seen in Figure 3 is that the segments that result from splitting the curves several ways are roughly approximated by straight lines in linear-log space. Hence, some interpolation approaches in linear-log space are used to yield good approximation results. With linear interpolation in linear-log space, we store DF values for $K$ zoom levels $\{\xi_1, \xi_2, \ldots, \xi_K\}$ with $\xi_0 < \xi_{i+1}$. The DF value $df_z$ at zoom level $z \in (\xi_i, \xi_{i+1})$ is interpolated by the following equation:

$$df_z = df_{\xi_i} \left( \frac{df_{\xi_{i+1}} - df_{\xi_i}}{\xi_{i+1} - \xi_i} \right) \frac{z - \xi_i}{\xi_{i+1} - \xi_i}.$$

A maximum DF value used for calculating IDF values is also approximated by this equation.

### 2.3.2 TF Approximation

Precise TF values are calculated from those at a larger zoom level by just summing up TF values in all sub-areas included in a target area for each word. The user diversity indices are also calculated by aggregating user term frequencies in all sub-areas.

However, the computational cost of calculating TF-IDF values from TF and DF tables is not negligible since aggregation is required per query. Figure 4 shows the number of words in the top 250 areas in decreasing order for zoom levels 7, 10, 13, and 16.

There were 144,251 words in the area with the largest number of words at zoom level 7. If the naive approach is taken, it requires aggregation for all the words per query for accuracy. Because of this, it is not realistic to calculate precise values for such areas with a large amount of words.

Hence, approximation is taken for TF aggregation to reduce the computational cost in areas with thousands of words. Our approximation approach limits the number of words taken from each sub-area, that is, for some integer $k$, only the words with top $k$ TF values in each sub-area are taken for aggregation and the others are ignored.

While this approximation may yield TF-IDF rankings with less accuracy, the choice of $k$ can improve accuracy. Undoubtedly, a large enough $k$ results in precise TF values, while it increases the computational cost. The effect on rankings of this approximation is evaluated in Section 4.3.
3 IMPLEMENTATION

With the ranking method described above, we implemented a ranking system for location-dependent keywords. In this section, we briefly introduce our ranking system.

3.1 Architecture

The system architecture is shown in Figure 5. Our system collects geotagged tweets from Twitter using the Streaming API (Twitter Inc., 2010), making it possible to collect tweets within a specific geographical area in real time.

When the system receives a tweet via the Streaming API, the geographical point (latitude, longitude) of the tweet is converted to a location label (tile coordinates) which represents a geographical area. Next, nouns (or noun phrases) in the tweet are extracted as candidate keywords. We use a part-of-speech (POS) tagger for noun extraction. To show tweets that contain such nouns, the mapping between a tweet and the nouns are stored in a database. Then, the number of occurrences of nouns are updated and stored into the TF table. At the same time, user term frequencies are also stored for calculating user diversity indices. If a noun is found to be the first occurrence in the area in the TF counting process, the DF value of the noun is also updated and stored in the DF table. Thus, the TF and DF tables are kept updated in real time. A ranking is generated per request by calculating DTF-IDF scores using the approximation described in Section 2.

On a machine with Intel Xeon 3.1 GHz and 4 GB memory, the response time per request is shorter than 100 milliseconds for rural areas with not many words. The response time is considered to be improved by caching generated rankings for areas that requests concentrate on.

3.2 User Interface

Our system ranks keywords depending on a specified geographical area by analyzing tweets with geographical information. Figure 6 shows a user interface of the ranking system. When a user clicks at a point on the map, a keyword ranking in an area that contains the clicked point is displayed on the right side. While only the top 13 keywords are shown in Figure 6, the ranking area is scrollable and the top 100 rankings are calculated by default. A user can look at tweets that contain a keyword by selecting it if he or she wants to know why the keyword is rated highly. The zoom level of tile coordinates used to specify a target area is basically one zoom level larger than that of the map. In other words, the size of a target area varies by the zoom level of the map. This makes it possible for users to specify a target area with granularity of interest.

Although the prototype system simply provides a keyword ranking, the ranking can be used also for keyword recommendation or completion. When one inputs a text with a smartphone out the door especially at a location that he or she visit for the first time, its content should relate closely his or her geographical context. By recommendation or completion of location-dependent keywords, he or she would be able to notice the excitement at the location which is usually passed over unnoticed.

4 EVALUATION

We obtained 866,420 geotagged tweets via the Twitter Streaming API from Sept. 3 to Sept. 16, 2011. The geographical area covering the west coast of the United States was specified as the query parameter.
Table 1: Example results of user diversity weighting.

<table>
<thead>
<tr>
<th>rank</th>
<th>keyword</th>
<th>TF-IDF diversity</th>
<th>keyword</th>
<th>DTF-IDF diversity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>arts festival</td>
<td>0.97</td>
<td>arts festival</td>
<td>0.97</td>
</tr>
<tr>
<td>2</td>
<td>seattle</td>
<td>0.99</td>
<td>seattle</td>
<td>0.99</td>
</tr>
<tr>
<td>3</td>
<td>bainbridge island</td>
<td>0.48</td>
<td>bumbersonth</td>
<td>0.97</td>
</tr>
<tr>
<td>4</td>
<td>aid response</td>
<td>0.00</td>
<td>spacer needle</td>
<td>0.96</td>
</tr>
<tr>
<td>5</td>
<td>bumbersonth</td>
<td>0.97</td>
<td>keyarena</td>
<td>0.93</td>
</tr>
<tr>
<td>6</td>
<td>spacer needle</td>
<td>0.96</td>
<td>golden gardens park</td>
<td>0.92</td>
</tr>
<tr>
<td>7</td>
<td>keyarena</td>
<td>0.93</td>
<td>balland</td>
<td>0.95</td>
</tr>
<tr>
<td>8</td>
<td>golden gardens park</td>
<td>0.92</td>
<td>bainbridge island</td>
<td>0.48</td>
</tr>
<tr>
<td>9</td>
<td>new listing</td>
<td>0.00</td>
<td>alki beach</td>
<td>0.92</td>
</tr>
<tr>
<td>10</td>
<td>'e 21'</td>
<td>0.00</td>
<td>woodland park zoo</td>
<td>0.74</td>
</tr>
</tbody>
</table>

The south-west and north-east corners of the area were respectively (32.0, -125.0) and (49.0, -114.0).

We evaluated the effect of the user diversity weighting, errors in IDF approximation, and the effect of approximation on keyword rankings using this dataset.

4.1 User Diversity Weighting

Table 1 lists the example results of the effect of user diversity weighting. These are top ten rankings of location-dependent keywords with and without user diversity weighting in the area with tile coordinates (163, 357), a section of Seattle, WA, at zoom level 10.

The TF-IDF ranking without user diversity weighting contained keywords of ‘aid response’, ‘new listing’ and ‘e 21’. Of these keywords, ‘aid response’ and ‘e 21’ were a part of announcements related to 911 calls posted by one user, and ‘new listing’ was a part of advertisements from a real-estate agency. Though they are indeed location-dependent in the sense that they have large IDF values, the ranks are considered to be overrated due to one user’s massive tweets.

With user diversity weighting, the ranking is adjusted so that the impact of loud users are mitigated. The keywords above were filtered out by the user diversity index of 0.00. At the same time, keywords posted by many users can maintain higher ranks. For instance, the keyword ‘bumbersonth’, a name of a festival, which was posted by 40 users, had a user diversity index of 0.97 and its rank rose from 5th to 3rd.

4.2 IDF Approximation

Cubic interpolation in linear-log space also promises a better outcome than linear interpolation since it yields smooth and continuous curves that linear interpolation can not yield. In this section, we compare the linear interpolation of DF values described in Section 2.3.1 with cubic interpolation. The comparison results show that the two interpolations of DF values in linear-log space did not show significant differences in errors of approximated IDF values.

There were 432,132 words in the dataset, and 374,992 words of them had the same DF values at zoom levels 7 and 16. Since such words yield no errors by the interpolations, these words were excluded from the evaluation. We evaluated the error in IDF values of the remaining 57,140 words. We used DF values at zoom levels 7, 10, 13 and 16 and approximated IDF values at the six intermediate levels.

Errors of approximated IDF values are summarized in Table 2. The errors are classified by the range of precise IDF values (precise IDF). In both interpolation methods, the errors tend to decrease as IDF values decrease. The fact of low errors for words with small IDF values indicates that approximation can keep location-independent words as they are.

Another finding is that there is no significant difference in both Rooted Mean Squared Errors (RMSEs) and Mean Absolute Errors (MAEs) between linear and cubic interpolations. In both methods, RMSE and MAE were respectively about 0.24 and 0.19.

From the evaluation results, the approximation by cubic interpolation had no significant advantages compared with linear interpolation. In contrast to linear interpolation requiring only two zoom levels, cubic interpolation requires at least four zoom levels. This would increase database access and computational cost. For this reason, we chose linear interpolation for approximation.

4.3 Effect on Rankings

As mentioned above, for ranking location-dependent keywords, it is not necessarily required to calculate precise TF-IDF values for all candidate words. The important thing is to provide precise ranking against perfect ranking which is obtained from precise TF-IDF calculations.
Table 2: Comparison of approximation errors.

<table>
<thead>
<tr>
<th>Linear</th>
<th>Cubic</th>
<th>Precise IDF</th>
<th>RMSE</th>
<th>MAE</th>
<th>RMSE</th>
<th>MAE</th>
<th>Rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 2.0</td>
<td>0.082</td>
<td>0.065</td>
<td>0.090</td>
<td>0.071</td>
<td>1.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 4.0</td>
<td>0.150</td>
<td>0.122</td>
<td>0.154</td>
<td>0.123</td>
<td>8.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 6.0</td>
<td>0.235</td>
<td>0.185</td>
<td>0.225</td>
<td>0.178</td>
<td>19.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 8.0</td>
<td>0.257</td>
<td>0.182</td>
<td>0.270</td>
<td>0.196</td>
<td>24.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.0 ≤</td>
<td>0.261</td>
<td>0.213</td>
<td>0.255</td>
<td>0.209</td>
<td>45.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALL</td>
<td>0.245</td>
<td>0.190</td>
<td>0.244</td>
<td>0.190</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For evaluation of rankings by the approximation described in Section 2.3.2, we used the normalized discounted cumulative gain nDCG$_k$ (Jarvelin and Kekäläinen, 2002). nDCG$_k$ for a top-$k$ ranking is defined as:

$$nDCG_k = \frac{DCG_k}{iDCG_k}$$

where $DCG_k = R_1 + \sum_{i=2}^{k} (R_i / \log_2 i)$. $R_i$ is the relevance value of a word at rank $i$, which takes a large value if the word strongly depends on the location, and $iDCG_k$ is $DCG_k$ for perfect ranking. From this definition, nDCG$_k$ is such a value that the more similar a ranking is to an ideal one, the closer it is to one. Thus, if nDCG$_k$ for an approximated ranking is close to one, the approximation is considered to be highly accurate. We use precise TF-IDF values of a word at rank $i$ as relevance $R_i$ since a word with a higher TF-IDF value is considered to be strongly dependent on a geographical area.

In the evaluation below, the results in Figures 7, 8 and 9 are the average nDCG$_k$ values of the top ten areas with a large number of words at a specified zoom level.

Figure 7 shows the evaluation results for TF approximation at zoom level 8 using TF values at the base zoom level of 10. The x-axis represents the number of TF entries used in the approximation. If it is 1,600, for instance, the top 100 TF entries for each sub-area are collected since there are 16 sub-areas to aggregate. In this evaluation, we used the precise IDF values without approximation and ranked by TF-IDF instead of DTF-IDF values, without user diversity weighting, to evaluate the effect of TF approximation.

The number of entries per sub-area to achieve a highly accurate ranking is not large. There were about 275,000 words on average in the top ten areas at zoom level 8. For $k = 10$, 25, and 100, respectively, about only 70, 140, and 310 TF entries per sub-area were needed to achieve nDCG$_k$ over 0.99. Since the average number of words per area is less than that at smaller zoom levels, TF entries required to achieve this accuracy are considered to be less than these results for a zoom level larger than 8.

For TF approximation at zoom level 8 using TF values at the base zoom level of 10. The x-axis represents the number of TF entries used in the approximation. If it is 1,600, for instance, the top 100 TF entries for each sub-area are collected since there are 16 sub-areas to aggregate. In this evaluation, we used the precise IDF values without approximation and ranked by TF-IDF instead of DTF-IDF values, without user diversity weighting, to evaluate the effect of TF approximation.

The results show that the total number of TF entries required for equivalent accuracy is not proportional to the number of sub-areas. For nDCG$_{100}$ ≥ 0.99, the required total entries doubled or tripled when the base zoom level increases by one while the number of sub-areas increases to four times.

In the next evaluation, the effect of IDF approximation is taken into consideration. Figure 9 shows nDCG$_k$ values with and without IDF approximation.

With IDF approximation, the nDCG$_k$ takes small values compared to the case without approximation regardless of $k$. This is because the errors in IDF approximation make perfect ranking impossible. To be more precise, in a TF-IDF result ranking with IDF approximation, since the approximated TF-IDF values are not necessarily the same as the precise ones, it is impossible to generate a perfect ranking even if all TF entries for each sub-area are aggregated. However, our approximation is considered to have good
Figure 8: Evaluation of approximation for different base zoom levels $z_b$.

Figure 9: Effect of IDF approximation.

accuracy since the differences in nDCG$_k$ between the cases with and without IDF approximation are less than 0.02.

5 RELATED WORK

Many studies have been conducted for analyzing content in microblogging services and leveraged geographical location context. Arakawa et al. (2010) introduced an extraction method of location-dependent keywords by extracting grids with high density of specific keywords using breadth-first search. It needs to specify a target keyword to calculate its dependency and is suitable for detecting locations the keyword depends on. On the other hand, it is not suitable for ranking keywords that depend on a specific location. TwitterStands (Sankaranarayanan, Samet, Teitler, Lieberman and Sperling, 2009) is a news processing system that analyzes tweets and detects late breaking news with a geographic focus. The geographic focus, which is determined from tweet text and metadata by geotagging, is calculated by ranking the geographic locations in a topic cluster. The approach determines the geographic focus after topic clustering. Therefore, the geographic focus might concentrate in areas where many tweets are posted.

Sakaki et al. (2010) proposed an event detection scheme using a Kalman filter in real time and estimated earthquake epicenters and typhoon trajectories from Twitter data. Tweets with pre-defined keywords are regarded as sensor data of a target event. Mei, Liu, Su and Zhai (2006) proposed a probabilistic mixture model and analyzed spatiotemporal theme patterns on weblogs (not on microblogs) with the model. Since the granularity of a location is not flexible, parameter estimation of the model must be reperformed when the granularity is changed. Thus, support of multiple levels of geographical granularity has not been discussed sufficiently.

TF-IDF methods are widely used in analyzing tweets. TwitterStands uses TF-IDF for weighting important words to cluster topics. Eddi (Bernstein et al., 2010) assigns topics to a tweet using TF-IDF-style key terms obtained from search results of nouns in the tweet. Chen et al. (2010) studied URL recommendation on Twitter. In their approach, the recommendation is made based on a user profile which is a TF-IDF vector generated from his/her tweets. A set of tweets from a user is regarded as a document; in contrast, a set of tweets in an area is regarded as a document in our approach. Our user diversity weighting is applicable for recommendation to mitigate the impact of malicious users.

Diversity of users in a geographical area is useful also for purposes other than mitigating the impact of loud users. Cranshaw, Toch, Hong, Kittur and Sadeh (2010) examined connection between an online social network and the location traces of its users. They showed that users who visit a location with high diversity tend to have more connections in the social network. Toch et al. (2010) showed that users appear more comfortable sharing their presence at locations with high diversity.

6 CONCLUSIONS

We proposed a location-dependent keyword ranking method for microblogging services, which adopts a TF-IDF method to geographical location context, and described the prototype implementation of a keyword ranking system. Our ranking method penalizes keywords with low user diversity and supports multiple zoom levels of geographical granularity by using TF-IDF approximation. The evaluation results showed that user diversity weighting is effective in mitigating the effect of excessive posts from a few users and approximation can yield a highly accurate ranking in terms of similarity to precise TF-IDF ranking with-
out approximation. We plan to extend our method for spatiotemporal analysis so that it can track trends and the spread of location-dependent keywords.
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