COMPARATIVE ANALYSIS ON METRICS AND FILTERS TO REDUCE IMPULSIVE NOISE IN MEDICAL IMAGES USING GPU
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Abstract: In many current applications of image processing, eliminating the noise is an important task in the preprocessing phase. In medicine, medical imaging obtained by X-ray and computed tomography, for example, mammograms, can have different types of noise, making it difficult to visually and to detect microcalcifications. We have adapted a noise reduction method for color images that gives good results for grayscale images. In the first step of the method, the corrupted pixels are detected using the concept of peer group with a metric and then is corrected by some kind of filter. This paper presents an algorithm with a very good balance between quality and computational cost to removing impulsive noise in mammography images. With regard to quality, we compared three metrics (two Fuzzy and one Euclidean) and two filters (Arithmetic Mean and Median). To reduce the computational cost, the method is parallelized on a Graphic Processing Unit. The quality results show that the metrics studied yield similar results, being the Euclidean metric less expensive computationally. On the other hand, the filter must be chosen depending on the density of noise in the input image.

1 INTRODUCTION

The removal of noise in images is a very important task in the area of digital image processing. One popular approach is to consider the neighbors of each pixel under evaluation to detect if this latter has a different significant intensity level, preparing it, in that case, for further processing. In the field of medicine, particularly in mammography, malfunction of mammography devices, the use of a small number of projections, or the transmission of the image through a noisy channel, can introduce noise in the images (impulsive, Gaussian), causing difficulties for image interpretation. Another type of noise present in medical images with coherent illumination, such as ultrasonic scanner, is the speckle noise. In (Nair and Reji, 2011) and (Padma et al., 2010) are some works related to the elimination of noise in medical images.

Many methods have been proposed to eliminate noise in the images. In the works (Morillas et al., 2005), (Camarena et al., 2008), (Camarena et al., 2010) are some approaches to eliminate impulsive noise in color images using the concept of peer group and fuzzy metric. Total Variation model to remove speckle noise in images is proposed in (Bioucas and Figueiredo, 2009) and (Jin and Yang, 2010). In literature and many recent studies is used the median to remove impulsive noise (Jin et al., 2010), (Kang and Wang, 2009), (Zhang and Xiong, 2009), (Toh and Isa, 2010) In this paper we want to know the behavior of mean and median using two different metrics to detect noise Salt & Pepper.

In this paper we have adapted a method (Camarena et al., 2010) –with good quality results– of removing impulsive noise from color images, to grayscale images. We even developed a parallel version able to be run on the Graphic Processing Units (GPUs), with the aim of reducing the computational cost. Our implementation is programmed using CUDA (Compute Unified Device Architecture). Both (Sanchez et al., 2010) and (Sanchez et al., 2011) are some papers explaining some approaches for removing noise using parallel algorithms.

The mammograms used for our test were obtained from the mini-Mias database (Database, 2003), later being contaminated with impulsive noise. The overall method for repairing the noisy mammograms has two steps: first detecting the noisy pixels and then, filtering them. To detect corrupted pixels, we use the concept of peer group (Smolka,
2 METRIC AND FILTERS

As explained in the introduction, the detection of a wrong pixel depends on the size of its peer group (Smolka, 2005): the set of neighboring pixels near to them. There are several metrics to compute distance between two pixels. We considered two fuzzy metrics (Lopez, 2010) and one Euclidean metric (Camarena et al., 2010) used for the detection step, and two filters (mean and median (Gonzalez and Woods, 1995)) used in the correction step. The target is to achieve the best balance between quality and speed.

The result shows that the output images had a similar quality with regard to the metric used, but being the Euclidean faster than the fuzzy ones. Which respect to what filter yields the best quality/speed trade-off, we found that it fundamentally depends on the noise level in the original image.

This paper is organized as follows: Section 2 presents the metrics and filters used in this work, Section 3 describes the parallel algorithm to eliminate impulsive noise. The results of the experimental study are shown in Section 4. Finally Section 5 concludes the paper.

Algorithm 1 shows the sequential steps: detection and filtering. In this algorithm, for each pixel in the image is built a window \(W\) of \(n \times n\) size and obtains the pixel value (in our case we used \(n = 3\), because it removes more noise and better preserves the edges and fine detail of the image). Then, it calculates the cardinality of the peer group according to the metric used (equation 3 and 5). If the size of the peer group is less than \(m + 1\) the pixel is labeled as corrupted, where \(m\) is the
threshold defined to decide if the pixel is noisy or not. This threshold is chosen heuristically.

In the filtering step (algorithm 2), for each pixel labeled as corrupted, a window $W$ is built. If all of the pixels in $W$ are corrupted, $W$ is increased until a non-corrupted pixel is found. Then, we calculate the mean (or then median) for replacing the value of the pixel being analyzed.

Algorithm 1: Detection.

Input: pixels of the image, m, k, d
Output: pixels labeled as corrupted and non-corrupted
1: for each pixel in the image do
2: builds the window $W$;
3: obtains the pixel value;
4: calculate the cardinality (#) of the peer group using the metrics;
5: if $\# P(x(i,j), d) \geq (m+1)$ then
6: pixel is uncorrupted;
7: else
8: pixel is corrupted;
9: end
10: end

Algorithm 2: Filtering.

Input: pixels labeled as corrupted and non-corrupted
Output: Filtered Image
1: for each pixel in the image do
2: if the pixel labeled as corrupted then
3: builds the window $W$;
4: obtains the pixel value;
5: expand the window if all pixels are corrupted;
6: calculate the mean and median of the pixels;
7: replace the calculation result of step 6 by the value of the pixel analyzed;
8: end
9: end

Comments about Parallel Implementations on a GPU

The above algorithms can be parallelized easily because the work to be performed on each pixel can be done independently. The obvious caution is that the filtering phase must wait the detection phase to be completed, as only non-corrupted pixels are used to replace the corrupted ones. Anyway, programming a GPU has practical considerations that must be addressed. For example, data must be explicitly copied from RAM to the GPU memory, and copied back when the task has finished. There are several types of memories in a GPU, including caches in different levels. Even, particular memories support different access patterns. Therefore, to obtain the best results, a set of tests must be carried out, investigating the best setup.

4 EXPERIMENTAL STUDY

This section presents the results of experiments conducted on a Mac OS X (Intel Quad-Core Xeon 2 x 2.26 GHz, 8GB of RAM) with an NVIDIA GPU (GeForce GT 120, 512MB of memory). For testing, mammograms from database mini-Mias were used. The images have been altered to add several levels (5%, 10% and 20%) of impulsive noise using imnoise instruction of MATLAB.

In order to measure the resulting quality of the images, we used PSNR, MAE and MSE. PSNR (Peak Signal-to-Noise Ratio) to measure noise reduction, MAE (Mean Absolute Error) for the preservation of the signal. To define the PSNR we need to calculate the mean square error (MSE), which for two monochrome images $u$ (Filtered image) and $I$ (Reference image) of size $M \times N$ is defined as:

$$MSE = \frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \| I(i,j) - u(i,j) \|^2, \quad (10)$$

where $MN$ is the image size.

Thus, the PSNR is defined as:

$$PSNR = 10 \log_{10} \left( \frac{MAX_I^2}{MSE} \right), \quad (11)$$

where $MAX_I$ is the maximum possible pixel value of the image.

The mean absolute error is given by,

$$MAE = \frac{1}{MN} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} | I(i,j) - u(i,j) |. \quad (12)$$

We have developed three parallel implementations. The first one only performs the filtering algorithm. The second implementation executes both the detection and the filtering algorithms. For filtering, only non-corrupted pixels are used to compute the mean (or the median). The third implementation is different from the second one in that every pixel, including corrupted ones, is used for computing the mean/median. The second implementation is identified by $nc$ (non-corrupted) and the third one by $a$ (all pixels).

The results obtained regarding quality using metrics and filters to the first implementation are shown...
in the table 1. This table shows that we have got better quality using the median instead of the mean for any percent of the noise.

The resulting quality of the second implementation, is shown in table 2. In this table the mean filter is better than median for any metric used, except for 5% of noise which median is better than mean. The results of quality for the metrics are similar, although slightly better for the fuzzy ($M$).

Table 3 shows the results of the last implementation. In this table, the median is better than mean and the three metrics in comparison have similar results.

Comparing tables 2 and 3 for 5% and 10% of noise, we can see that the best results are obtained when using the median and using all the pixels of the window for the filtering step (third implementation). For higher noise percentages, the mean is optimal, considering only non-corrupted pixels for the filtering step (second implementation). With the three metrics used we obtained similar results, although a little better for the fuzzy ($M$).

Analyzing the results of the tables 1, 2 and 3, we can see that using the detection step and then filtering step is the best option (the second and third implementations are better than the first implementation). Some resulting images are shown in figure 1 for 20% of noise.

In order to determine the computational cost of each step, we compared, measured in Mpix/sec, the cases of 10% and 20% of noise. Table 4 shows the results. In this table we can see that the computational cost is more expense when fuzzy metrics are used, compared to Euclidean metrics. Also, we observe that the filtering step is more computationally expensive than the detection step. On the other hand, computing the mean is faster than the median (as this latter involves sorting the pixels. Consequently, if only non-corrupted pixels are used, the median is obtained quickly).

The $G$ fuzzy metric is faster than the $M$ metric. This is consequent with the fact that $G$ computes only and absolute value, see equation 3, while $M$ computes a maximum (consequently is obtained maximum value). But the fastest metric is the Euclidean. Compared to the $G$ metric, the Euclidean has one addition and one division less to compute.

If quality and speed are considered in combination, always a program with the two steps, detection and filtering, must be used. Also, always the Euclidean metric should be used for the detection. For a noise level lesser than 10 percent, the best choice is to employ the median of all the pixels (including corrupted ones) in the filtering step. When the noise is greater than 10 percent, using the mean of non-corrupted pixels in the filtering step, is the more advisable choice.

Figure 2 shows the results of running the sequential and parallel version. As we can see, using the
5 CONCLUSIONS

In this paper, we tested several approaches to remove impulsive noise of grayscale medical images (mamograms), aiming to achieve a good trade-off between quality and speed. The base algorithm relies on two phases: noise detection and noise removal. Noise detection uses the peer group concept, for which three metrics were examined: we adapted fuzzy and Euclidean distances for grayscale images. On the other hand, for the correction phase, two options were considered: mean or median filters, and even if all or only non-corrupted pixels are to be used.

The results proved that the quality of the filtered image does not depend greatly on the metric used. However, the process is faster if the Euclidean metric is chosen and in this metric is not calculated the $k$ parameter.

Considering the quality and time in combination, the median of all the neighbor pixels must be used for filtering in images with less than 10% wrong pixels. For greater percents of noise, the mean of non-corrupted pixels must be used instead. We also compared sequential and parallel implementation of our algorithms finding, as expected, that the ratio pixels/sec processed using a GPU (parallel version), regardless of then the method used, is greater than the sequential version.
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