TWITTER IMPROVES SEASONAL INFLUENZA PREDICTION
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Abstract: Seasonal influenza epidemics causes severe illnesses and 250,000 to 500,000 deaths worldwide each year. Other pandemics like the 1918 “Spanish Flu” may change into a devastating one. Reducing the impact of these threats is of paramount importance for health authorities, and studies have shown that effective interventions can be taken to contain the epidemics, if early detection can be made. In this paper, we introduce the Social Network Enabled Flu Trends (SNEFT), a continuous data collection framework which monitors flu related tweets and track the emergence and spread of an influenza. We show that text mining significantly enhances the correlation between the Twitter and the Influenza like Illness (ILI) rates provided by Centers for Disease Control and Prevention (CDC). For accurate prediction, we implemented an auto-regression with exogenous input (ARX) model which uses current Twitter data, and CDC ILI rates from previous weeks to predict current influenza statistics. Our results show that, while previous ILI data from CDC offer a true (but delayed) assessment of a flu epidemic, Twitter data provides a real-time assessment of the current epidemic condition and can be used to compensate for the lack of current ILI data. We observe that the Twitter data is highly correlated with the ILI rates across different regions within USA and can be used to effectively improve the accuracy of our prediction. Our age-based flu prediction analysis indicates that for most of the regions, Twitter data best fit the age groups of 5-24 and 25-49 years, correlating well with the fact that these are likely, the most active user age groups on Twitter. Therefore, Twitter data can act as supplementary indicator to gauge influenza within a population and helps discovering flu trends ahead of CDC.

1 INTRODUCTION

Seasonal influenza epidemics result in about three to five million cases of severe illness and about 250,000 to 500,000 deaths worldwide each year (Jordans, 2009). In 1918, the so-called “Spanish flu” killed an estimated 20-40 million people worldwide, and since then, human to human transmission capable influenza virus has resurfaced in a variety of particularly virulent forms much like “SARS”, “H1N1” against which no prior immunity exists resulting in a devastating situation with million of casualties. Reducing the impact of seasonal epidemics and pandemics such as the H1N1 influenza is of paramount importance for public health authorities. Studies have shown that preventive measures can be taken to contain epidemics, if an early detection is made or if we have some form of an early warning system during the germination of an epidemic (Ferguson et al., 2005; Longini et al., 2005). Therefore, it is important to be able to track and predict the emergence and spread of flu in the population.
logs to Physicians for flu shots. Google Flu Trends uses aggregated historical log on online web search queries pertaining to influenza to build a comprehensive model that can estimate nationwide ILI activity.

In this paper, we investigate the use of novel data source, Twitter, which takes advantage of the timeliness of early detection to provide snapshot of the current epidemic condition and make influenza related predictions on what may lie ahead, on a daily or even hourly basis. We sought to develop a model which estimates the number of physician visits per week related to ILI as reported by CDC.

Our approach assumes Twitter users within United States as "sensors" and collective message exchanges showing flu symptoms like "I have Flu", "down with swine flu" as early indicators and robust predictors of influenza. We expect these posts on Twitter to be highly correlated to the number of ILI cases in the population. We analyze tweets, build prediction models and discover trends within data to study the characteristics and dynamics of disease outbreak. We validate our model by measuring how well it fits the CDC ILI rates over a course of two years from 2009 to 2011. We are interested in looking at how the seasonal flu spreads within the population across different regions of USA and among different age groups.

In this paper, we extend our preliminary analysis (Achrekar et al., 2011), and provide continuous study of tracking emergence and spread of seasonal flu in the year 2010-2011. Twitter data which demonstrated high correlation with CDC ILI rate last year, was suppressed by spurious messages and so text mining techniques were applied. We show that text mining can significantly enhance the correlation between the Twitter data and the ILI data from CDC, providing a strong base for accurate prediction of ILI rate.

For prediction, we build an auto-regression with exogenous input (ARX) model where ILI rate of previous weeks from CDC forms the autoregressive portion of the model, and the Twitter data serve as exogenous input. Our results show that while previous ILI data from CDC offer a realistic (but delayed) measure of a flu epidemic, Twitter data provides a real-time assessment of the current epidemic condition and can be used to compensate for the lack of current ILI data. We observe that the Twitter data are in fact highly correlated with the ILI data across the different regions within United States.

Our age-based flu prediction analysis indicates that for most of the regions, Twitter data best fit the age groups of 5-24 and 25-49 years, suggesting that these are likely the most active age groups using Twitter. Using fine-grained analysis on user demographics and geographical locations along with its prediction capabilities will provide public health authorities an insight into existing seasonal flu activities.

This paper is organized as follows: Section 2 describes applications that harness the collective intelligence of Online Social Network (OSN) users, to predict real-world outcomes. In Section 3, we give a brief introduction to our data collection and modelling methodology. In Section 4, we introduce our data filtering technique for extracting relevant information from Twitter dataset. Detailed data analysis are performed to establish correlation with CDC reports on ILI rates. Then we go one step further and introduce our influenza prediction model in Section 5. In Section 6, we perform Region-wise and Age-based analysis of flu activities in the population based on the Twitter. Finally we conclude in Section 7 and acknowledgements are provided in Section 8.

2 RELATED WORK

A number of studies have been conducted on different forms of social networks like Del.icio.us, Facebook and Wikipedia etc. Ginsberg et al. approach for estimating Flu trends suggests that relative frequency of certain search terms are good indicators of percentage of physician visits in which a patient presents influenza-like symptoms (Ginsberg et al., 2009). Culotta used a document classification component to filter misleading messages out of Twitter and showed that a small number of flu-related keywords can forecast future influenza rates (Culotta, 2010).

Twitter has been used for real-time notifications such as large-scale fire emergencies, earthquake (Sakaki et al., 2010), downtime on services provided by content providers (Motoyama et al., 2010) and live traffic updates. There have been efforts in utilizing twitter data for measuring public interest/concern about health-related events (Signorini et al., 2011), predicting national mood, forecasting box-office revenues for movies (Sitaram and Huberman, 2010), information diffusion in social media (Leskovec et al., 2009), currency tracing, performing market and risk analysis (Jansen et al., 2009) and analysing political tweets to establish the correlations between buzz on Twitter and election results (Nardelli, 2010) etc.

3 DATA COLLECTION

We describe our data collection methodology by introducing SNEFT architecture, provide description of our dataset, explore strategies for data cleaning, apply filtering techniques in order to perform quantitative
3.1 SNEFT Architecture

We propose Social Network Enabled Flu Trends (SNEFT) architecture along with its crawler, predictor and detector components, as our solution to predict flu activity ahead of time with certain accuracy. CDC ILI reports and other influenza related data are downloaded into “ILI Data” database from their corresponding websites (e.g., CDC (Centers for Disease Control and Prevention, 2009)). A list of flu related keywords (“Flu”, “H1N1” and “Swine Flu”) that are likely to be of significance are used by OSN Crawler as inputs into public search interfaces to retrieve publicly available posts having mention of those keywords. Relevant information about the posts are collected along with the relative keyword frequency and stored in a spatio-temporal “OSN Data” database for further data analysis.

Autoregressive Moving Average (ARMA) model is used to predict ILI incidence as a linear function of current and past OSN data and past ILI data thus providing a valuable “preview” of ILI cases well ahead of CDC reports. Novelty detection techniques can be used to continuously monitor OSN data, and detect transition in real time from a “normal” baseline situation to a pandemic using the volume and content of OSN data enabling SNEFT to provide a timely warning to public health authorities for further investigation and response.

3.2 Twitter Crawler

In this section we briefly describe the methodology for collecting our dataset. Based on the search API provided by Twitter, we develop crawlers to fetch data at regular time intervals.

The twitter search service accepts single or multiple keywords using conjunctions (“flu” OR “h1n1” OR “#swineflu”) to search for relevant tweets. Search results are typically 15 tweets (maximum 50) per page up to 1,500 tweets arranged in chronologically decreasing order, obtained from a real time stream known as the public timeline. The tweet has the User Name, the Post with status id and the Timestamp attached with each post. From the twitter username, we can get the number of followers, number of friends, his/her profile creation date, location and status update count for every user. The location field helps us in tracking the current/default location of a user. Geo location codes are present in a location enabled mobile tweet. For all other purposes, we assume the location attribute within the profile page to be his/her current location and pass it as an input to Google’s location based web services to fetch geo-location codes (i.e., latitude and longitude) along with the country, state, city with a certain accuracy scale. All the data extracted from posts and profile page are stored in a spatio-temporal “OSN data” Database.

We apply filters to get quantitative data within United States and exclude organizations and users who posts multiple times during the day on flu related activities. This data is fed into the Analysis Engine which has a detector and ARMA predictor model. The visualization tools and reporting services generate timely visual and data centric reports on the ILI situation. CDC monitors Influenza-like illness cases within USA by collecting data about number of Hospitalizations, percentages weighted ILI visits to physicians and publishes it online. We download the CDC data into “ILI data” database to compare our results.
"#nowplaying Vado - Slime Flu...i got one recently!"

(slime flu is the name of a debut mixtape from an artist V.A.D.O. released in 2010) are false alarms of flu. In the year 2009-2010, swine flu event was so evident that the noise did not significantly affect the correlation that existed then. To mitigate this problem, we removed the spurious tweets using a filtering technique that trains a document classifier to label whether a message is indicative of flu event or not.

### 4.1 Text Classification

In an information retrieval scenario, text mining seeks to extract useful information from unstructured textual data. Using simple “bag-of-words” text representations technique based on vector space, our algorithm classifies tweets wherein user mentions about having acquired flu himself or having observed flu among his friends, family, relatives, etc. Accuracy of such a model is highly dependent on how well trained our model is, in terms of precision, recall and F-measure.

The set of possible labels for a given instance can be divided into two subsets, one of which are considered “relevant”. To create such an annotated dataset which demands human intelligence, we use Amazon Mechanical Turks to manually classify a sample of 25,000 tweets. Every tweet is classified by exactly three Turks and the majority classified result is attached as the final class for that tweet.

The training dataset is fed as an input to different classifiers namely decision tree (J48), Support Vector Machines (SVM) and Naive Bayesian. For efficient learning, some configurations that we did incorporate within our text classification algorithm includes setting term frequency and inverse document frequency (tf-idf) weighting scheme, stemming, using stopwords list, limiting number of words to keep (feature vector set) and reordering class. Based on the results shown in Table 1, we conclude that SVM classifier with highest precision and recall rate outperforms other classifiers when it comes to text classification for our data set. Application of SVM on unclassified data originating from within USA resulted in Twitter dataset with 280K positively classified tweets from 187K unique twitter users. In order to gauge if the number of unique twitter users mentioning about flu per week is a good measure of the CDC’s ILI reported data, we plot (in Figure 2) the number of twitter users/week against the percentage of weighted ILI visits, which yields a high Pearson correlation coefficient of 0.8907.

Thus increase in the users tweeting about flu is accompanied by increase in percentage of weighted ILI visits reported by CDC in the same week. However the marked outlier present in Twitter data as identified in Figure 2 is coherent with Google Flu Trends data when high tweet volume were witnessed in the week starting January 2, 2011.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Class</th>
<th>Precision</th>
<th>Recall</th>
<th>F-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>J48</td>
<td>Yes</td>
<td>0.801</td>
<td>0.791</td>
<td>0.796</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0.813</td>
<td>0.704</td>
<td>0.755</td>
</tr>
<tr>
<td>Naive Bayesian</td>
<td>Yes</td>
<td>0.725</td>
<td>0.829</td>
<td>0.755</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0.813</td>
<td>0.704</td>
<td>0.755</td>
</tr>
<tr>
<td>SVM</td>
<td>Yes</td>
<td>0.807</td>
<td>0.822</td>
<td>0.814</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>0.829</td>
<td>0.814</td>
<td>0.822</td>
</tr>
</tbody>
</table>

Figure 2: Number of Twitter users per week versus percentage of weighted ILI visit by CDC.

Figure 3: Regionwise Division of USA into ten Regions.

CDC has divided USA into 10 regions as shown in Figure 3. CDC publishes their weekly reports on percentage weighted ILI visits collated from its ten regions and aggregates for USA. Figure 4 compares the Twitter dataset with CDC reports with and without text classification for each of the ten regions defined by CDC and USA as a whole. We observe that the correlation coefficients have significantly improved with text classification, across all the regions and USA overall. Thus our text classification techniques plays a vital role in improving the overall detection and prediction performance.
4.2 Data Cleaning

The Twitter dataset required data cleaning to discount retweets and successive posts from same users within syndrome elapsed time.

- **Retweets**: A retweet is a post originally made by one user that is forwarded by another user. For flu tracking, a retweet does not indicate a new ILI case, and thus should not be counted in the analysis. Out of 4.5 million tweets we collected, there are 541K retweets, accounting for 12% of the total number of tweets.

- **Syndrome elapsed time**: An individual patient may have multiple encounters associated with a single episode of illness (e.g., initial consultation, consultation 1–2 days later for laboratory results, and follow-up consultation a few weeks later). To avoid double counting from common pattern of ambulatory care, the first encounter for each patient within any single syndrome group is reported to CDC, but subsequent encounters with the same syndrome are not reported as new episodes until more than six weeks have elapsed since the most recent encounter in the same syndrome (Lazarus et al., 2002). We call this Syndrome Elapse time.

Hence, we created different datasets namely: Twitter dataset with No Retweets (Tweets starting with RT) and Twitter dataset without Retweets and with no tweets from same user within certain syndrome elapsed time.

When we compared different datasets mentioned in Table 2 with CDC data, we found that Twitter dataset without Retweets showed a high correlation (0.8907) with CDC Data. As opposed to a common practice in public health safety, where medical examiners within U.S. observe a syndrome elapse time period of six weeks, user behaviour on Twitter follows a trend wherein we do not ignore successive posts from same user. Thus Twitter dataset without Retweets is our choice of dataset for all subsequent experiments.

From Figure 5, we observe that Complementary Cumulative Distribution function (CCDF) of the number of tweets by same users.

5 PREDICTION MODEL

The correlation between Twitter activity and CDC reports can change due to a number of factors. Annual or seasonal changes in flu-related trends, for instance vaccination rates that are affected by health cares, result in the need to constantly update parameters relat-
ing Twitter activity and flu activity. However, particularly at the beginning of the influenza season, when prediction is of most significance, enough data may not be available to accurately perform these updates. Additionally predicting changes in ILI rates simply due to changes in flu-related Twitter activity can be risky due to transient changes, such as changes in Twitter activity due to flu-related news.

In order to establish baseline for the ILI activity and to smooth out any undesired transients, we propose the use of Logistic Auto-regression with exogenous inputs (ARX). Effectively, we attempt to predict a CDC ILI statistic during a certain week by using Twitter activity and CDC data from previous weeks. The prediction of current ILI activity using ILI activity from previous weeks forms the autoregressive portion of the model, while the Twitter data from previous weeks represent exogenous inputs. By CDC data, we refer to the percentage of visits to a physician for ILI (also called as ILI rate).

5.1 Influenza Model Structure

Although the percentage of physician visits is between 0% and 100%, the number of Twitter users is bounded below by 0. Simple Linear ARX neglects this fact in the model structure. Therefore, we introduce a logit link function for CDC data and a logarithmic transformation of the Twitter data as follows:

**Logistic ARX Model.**

\[
\log \left( \frac{y(t)}{1-y(t)} \right) = \sum_{i=1}^{m} a_i \log \left( \frac{y(t-i)}{1-y(t-i)} \right) + \sum_{j=0}^{n-1} b_j \log(u(t-j)) + c + e(t)
\]

where \( i \) indexes weeks, \( y(t) \) denotes the percentage of physician visits due to ILI in week \( t \), \( u(t) \) represents the number of unique Twitter users with flu related tweets in week \( t \), and \( e(t) \) is a sequence of independent random variables. \( c \) is a constant term to account for offset. In our tests, the number of unique Twitter users \( u(t) \) is defined as Twitter users without retweets and having no tweets from the same user within syndrome elapsed time of 0 week. The flu related tweets are defined as tweets with keywords "flu", "H1N1" and "swine flu". The rationale for the model structure in Eq. (1) is that Twitter data provides real-time assessment of flu epidemic. However, the Twitter data may be disturbed at times by events related to flu, such as news reports of flu in other parts of the world, but not necessarily to local people actually getting sick due to ILI. On the other hand, the CDC data provides a true, albeit delayed, assessment of a flu epidemic. Hence, by using the CDC data along with the Twitter data, we may be able to take advantage of the timeliness of the Twitter data while overcoming the disturbance that may be present in the Twitter data.

The objective of the model is to provide timely updates of the percentage of physician visits. To predict such percentage in week \( t \), we assume that only the CDC data with at least 2 weeks of lag is available for the prediction, if past CDC data is present in a model. The 2-week lag is to simulate the typical delay in CDC data reporting and aggregation. For the Twitter data, we assume that the most recent data is always available, if a model includes the Twitter data terms. In other words, the most current CDC or Twitter data that can be used to predict the percentage of physician visits in week \( t \) is week \( t-2 \) for the CDC data and week \( t \) for the Twitter data.

In order to predict ILI rates in a particular week given current Twitter data and the most recent ILI data from the CDC we must estimates the coefficients, \( a_i \), \( b_j \), and \( c \) in Eq. (1). Also, in practice, the model orders \( m \) and \( n \) are unknown and must be estimated. In our experiment, we vary \( m \) from 0 to 2 and \( n \) from 0 to 3 in Eq. (1) in order to obtain the best values of \( m \) and \( n \) to use for prediction. Intuitively, this answers the question of how many weeks of Twitter and ILI data should be used to predict the ILI activity in the current week. Within the ranges examined, \( m = 0 \) or \( n = 0 \) represent models where there are no CDC data, \( y \), or Twitter data, \( u \), terms present. Also, if \( m = 0 \) and \( n = 1 \), we have a linear regression between Twitter data and CDC data. If \( n = 0 \), we have standard auto-regressive (AR) models. Since the AR models utilize past CDC data, they serve as baselines to validate whether Twitter data provides additional predictive power beyond historical CDC data.

**Prediction with Logistic ARX Model.** To predict the flu cases in week \( t \) using the Logistic ARX model in Eq. (1) based on the CDC data with 2 weeks of delay and/or the up-to-date Twitter data, we apply the following relationship:

\[
\log \left( \frac{\hat{y}(t)}{1-\hat{y}(t)} \right) = a_i \log \left( \frac{\hat{y}(t-1)}{1-\hat{y}(t-1)} \right) + \sum_{i=2}^{m} a_i \log \left( \frac{\hat{y}(t-i)}{1-\hat{y}(t-i)} \right) + \sum_{j=0}^{n-1} b_j \log(u(t-j))
\]

\[
\log \left( \frac{\hat{y}(t-1)}{1-\hat{y}(t-1)} \right) = \sum_{i=1}^{m} a_i \log \left( \frac{\hat{y}(t-i-1)}{1-\hat{y}(t-i-1)} \right) + \sum_{j=0}^{n-1} b_j \log(u(t-j-1))
\]

where \( \hat{y}(t) \) represents predicted CDC data in week \( t \).
It can be verified from the above equations that to predict the CDC data in week \( t \), the most recent CDC data is from week \( t - 2 \). If the CDC data lag is more or less than two weeks, the above equations can be easily adjusted accordingly.

5.2 Cross Validation Test Description

Based on ARX model structure in Eq. (1), we conducted tests using different combinations of \( m \) and \( n \) values. We currently have 33 weeks with both Twitter activity and CDC data available (10/3/2010–05/15/2011). Due to limited data samples, we adopted the \( K \)-fold cross validation approach to test the prediction performance of the models.

In a typical \( K \)-fold cross validation scheme, the dataset is divided into \( K \) (approximately) equally sized subsets. At each step in the scheme, one such subset is used as the test set while all other subsets are used as training samples in order to estimate the model coefficients. Therefore, in a simple case of a 30-sample dataset, 10-fold cross validation would involve testing 3-samples in each step, while using the other 27 samples to estimate the model parameters.

In our case, the cross-validation scheme is somewhat complicated by the dependency of the sample \( y(t) \) on the previous samples, \( y(t-1), \ldots, y(t-m) \) and \( u(t), \ldots, u(t-n+1) \) (see Eq. (1)). Therefore, the first sample that can be predicted is \( y(\max(m+1,n)) \) not \( y(1) \). In fact, since we are predicting “two weeks ahead” of the available CDC data, the first sample that can be estimated is actually \( y(\max(m+2,n+1)) \). Since, prediction equations cannot be formed for \( y(1), \ldots, y(\max(m+2,n+1)-1) \), those samples were not considered in any of the \( K \) subsets during our experiment to be evaluated for prediction performance. However, they were still used in the training set to estimate the values of the coefficients \( a \) and \( b \) in Eq. (1).

Considering the above constraints, our \( K \)-fold validation testing procedure is as follows:

1. For each \((m,n)\) pair from \( m = 0,1,2 \) and \( n = 0,1,2,3 \), repeat the following:
   a. Identify \( F \), the index of first data sample that can actually be predicted. \( F = \max(m+1,n) \)
   b. Represent the available data indices as \( t = 1, \ldots, T \). Then divide the dataset into \( K \) approximately equally sized subsets \( \{S_1, S_2, \ldots, S_K\} \), with each subset comprising members that have an approximately equal time interval between them. For example, the first set would be \( S_1 = \{y(F), y(F+K), y(F+2K), \ldots\} \), the second would be \( S_2 = \{y(F+1), y(F+K+1), y(F+2K+1), \ldots\} \) and so on.

2. For each \((m,n)\) pair, we have obtained a prediction of the CDC time-series, \( y(t) \) for \( t = F_m, \ldots, T \). Note that \( F \) still represents the first time index that can be predicted. However, we use the subscript \( mn \) to emphasize the fact that \( F \) varies depending on the values of \( m \) and \( n \). By comparing the prediction with the true CDC data, we calculate the root mean-squared error (RMSE) as follows:

\[
\varepsilon = \sqrt{\frac{1}{T-F_{\text{max}}+1} \sum_{t=F_{\text{max}}+1}^{T} (y(t) - \hat{y}(t))^2}
\]

The RMSE is computed over \( t = F_{\text{max}}, \ldots, T \), regardless of techniques and model orders to ensure fairness in comparison.

5.3 Cross Validation Results

According to the 10-fold cross validation results in Table 3, the model corresponding to \( m = 2 \) and \( n = 1 \) has the lowest RMSE. This indicates that current Twitter data and two most recent ILI data points are most useful in accurate prediction of influenza rates. In general, the addition of Twitter data improves the prediction with past CDC data alone. For the 10-fold cross validation results presented in Table 3, for example, the AR model \((m = 1, n = 0)\) comprising of the \( y(t-2) \) term and the constant term for the prediction of \( y(t) \) has a RMSE of 0.6331. For the same \( m = 1 \), the model with additional Twitter data \( u(t) \) (i.e. \( n = 1 \)) has a lower RMSE of 0.4107. We also observe that using Twitter data \((m = 0)\) alone is insufficient for prediction and that the past ILI rates are critical in predicting future values, as is evident from our results. The addition of Twitter data improves the prediction with past CDC data alone. Therefore, the

<table>
<thead>
<tr>
<th></th>
<th>( n = 0 )</th>
<th>( n = 1 )</th>
<th>( n = 2 )</th>
<th>( n = 3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m = 0 )</td>
<td>0.5355</td>
<td>0.4814</td>
<td>0.4813</td>
<td></td>
</tr>
<tr>
<td>( m = 1 )</td>
<td>0.6331</td>
<td>0.4107</td>
<td>0.4147</td>
<td>0.4314</td>
</tr>
<tr>
<td>( m = 2 )</td>
<td>0.5395</td>
<td><strong>0.3987</strong></td>
<td>0.3986</td>
<td>0.4256</td>
</tr>
</tbody>
</table>
Twitter data provides a real-time assessment of the flu epidemic (i.e., the availability of Twitter data in week \( t \) in the prediction of physician visits also in week \( t \) as shown in Eq. (2)), while the past CDC data provides the recent ILI rates in the prediction model. As shown earlier in the paper, there is strong correlation between the Twitter data and the CDC data. Hence, the more timely Twitter data can compensate for the lack of current CDC data and help capture the current flu trend. Finally in Figure 6, we provide a single plot for percentage weighted ILI visits, positively classified Twitter users and predicted ILI rate using CDC and Twitter data for the year 2010-2011. Note that the original Twitter data alone would predict higher ILI rates for the beginning and ending parts of the flu season. Using previous ILI data from CDC offers a better assessment for making flu predictions.

6 FLU PREDICTION WITHIN REGIONS AND AGE GROUPS

In this section, we discuss the use of Twitter for flu predictions in specific population groups. Given the data available, we are able to study the prediction performance in specific regions of the United States. Also, with ILI rates provided in different age groups, we are able to study the effectiveness of using Twitter data to predict flu trends in these age groups. The advantages of studying performance in subgroups are twofold:

- The differences in Twitter usage among different population groups and similar differences in response amongst people in different population groups to ILI-like symptoms can result in very different model parameters and prediction performance when attempting to predict flu activity among different sections of the population. It is therefore important to adapt the prediction models for different population groups.
- In our previous study, it has been shown that there exists significant correlation between Twitter reports and the percentage of ILI cases reported by CDC. However, much of our analysis is based on a limited number of data points (31 overlapping weeks for Twitter and CDC reports for the year 2009-2010 and 33 overlapping weeks for Twitter and CDC reports for the year 2010-2011) available during our period of performance evaluation, with Twitter and ILI data aggregated across the entire United States. In the year 2009-2010, only 11 out of 31 data points occurred during the weeks where the ILI rates were significant (>2%) and during this interval, the ILI rates and Twitter reports were steadily decreasing. During the period 2010-2011, 15 out of 33 data points occurred during the weeks where the ILI rates were significant (>2%) and during this interval, the ILI rates and Twitter reports were simultaneously increasing till they reached their peak in mid February 2011 and then onwards they both started decreasing.

Due to this limited time frame any claim of high correlation between the two data streams (ILI rates and Twitter reports) may be viewed with skepticism. This evaluation was performed as an experiment to see which age groups the Twitter data fit best. The results are interesting but not conclusive.

6.1 Regional Twitter and ILI Rates

We analyzed the relationship between the Twitter activity and ILI rates across all geographic regions defined by the Health and Human Services (HHS) regions. For reference, the regions are shown on the USA map in Figure 3.

In studying the regional statistics, we would like to make some comparisons across regions. For instance (i) when the ILI rate peaks later in a particular region than the rest of the country, do the Twitter reports also peak later, (ii) is there in relationship between the decay in ILI rates and the decay in Twitter reports?

Figure 7 shows, for both ILI and Twitter data, the relative intensity across the ten Health and Human Services (HHS) regions (columns) during successive weeks (rows) in the year 2009-2010. The colormap used is a scale with white representing low intensity and black, high intensity. We are comparing ”trends” among the ILI and Twitter data.

Regional analysis shows that ILI seems to peak later in the Northeast (Regions 1 and 2) than in the rest of the country by at least week. The Twitter reports
also follow this trend. In Region 9, Region 4 and the Northeast, the ILI rates seem to drop off fairly slowly in the weeks immediately following the peaks. This is also reflected in the Twitter reports. Approximately 20-25 weeks after the peak ILI, the northern regions have lower levels relative to the peaks in the southern regions. This is also true of the Twitter reports. The decline in ILI rates is slowest in Region 9.

Figure 8 depicts regionwise ILI prediction performance for the year 2010-2011 using our logit model. We arbitrarily select region 1, region 6 and region 9 to represent the regions, one each from the East, South and Western U.S. and plot the true and predicted ILI values for each of these regions. We observe that the Twitter reports and ILI rates are in fact correlated across regions and therefore corroborate our earlier findings that Twitter can improve ILI rate prediction.

### 6.2 Age-based Influenza Analysis

The differences in Twitter usage and susceptibility to flu among different demographics can result in very different prediction model parameters and performance when attempting to predict flu activity among different sections of the population. While any number of population groups may be defined, the CDC provides the number of ILI cases by age groups, from which we can compute the unweighted ILI rates. This then provides an opportunity to examine the prediction performance amongst different age groups when predicting ILI using Twitter data. Note that while ILI rates broken down by age group are available, we do not have Twitter activity broken down by age group. Also, it is debatable whether attempting to correlate Twitter and ILI activity within age groups is of any value; a significant percentage of Twitter activity may result from family members or friends of the affected persons. Therefore, we attempt to study the relationship between aggregate Twitter activity over all age groups with ILI rates in different age groups.

Table 4 shows the Root Relative Squared Error (RRSE) performance in different age groups for different geographical regions within USA. The RRSE normalizes the errors to the magnitude of the ground truth data (in this case the total number of ILI cases relative to total patients seen by provider) in each age group. We have highlighted the age groups with the best match between ILI rates and Twitter data within each region. In parenthesis, alongside the RRSE values are the model orders for the autoregressive and x-components of the general model, (m-n). The “best” age-group for prediction in each region is highlighted.

The results indicates that for most of the regions, Twitter data best fits the age-groups of 5-24 yrs and 25-49 yrs, which correlates well with the fact that this likely is the most active age groups using Twitter (Twitter, 2011). For Region 6 and 7, the Twitter activity best fits ILI activity amongst the 0-4 yrs age group. This is an interesting result which we currently have no specific insight into. It should be noted that for Region 6 and 7, the difference between the fits for 0-4 years and 25-49 years is marginal.

Table 4: Prediction performance (root relative squared error) using Twitter in different age groups for different geographical regions within the US. In parenthesis, alongside the RRSE values are the model orders, (m-n), for the autoregressive and x-components of the general model in Eq. (1) which yield the best performance.

<table>
<thead>
<tr>
<th>Region</th>
<th>0-4 yrs</th>
<th>5-24 yrs</th>
<th>25-49 yrs</th>
<th>50+ yrs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reg1</td>
<td>0.5285(0-2)</td>
<td>0.4261(2-2)</td>
<td>0.3577(1-2)</td>
<td>0.4320(1-1)</td>
</tr>
<tr>
<td>Reg2</td>
<td>0.5728(2-1)</td>
<td>0.6000(2-2)</td>
<td>0.5499(1-1)</td>
<td>0.7763(1-1)</td>
</tr>
<tr>
<td>Reg3</td>
<td>0.6954(0-3)</td>
<td>0.6005(2-1)</td>
<td>0.4985(0-3)</td>
<td>0.5171(1-3)</td>
</tr>
<tr>
<td>Reg4</td>
<td>0.4423(0-2)</td>
<td>0.3268(2-2)</td>
<td>0.3066(2-3)</td>
<td>0.3515(1-2)</td>
</tr>
<tr>
<td>Reg5</td>
<td>0.5281(0-3)</td>
<td>0.3719(0-1)</td>
<td>0.4792(0-1)</td>
<td>0.5192(0-1)</td>
</tr>
<tr>
<td>Reg6</td>
<td>0.6387(1-1)</td>
<td>0.4337(2-3)</td>
<td>0.4300(0-3)</td>
<td>0.5198(1-1)</td>
</tr>
<tr>
<td>Reg7</td>
<td>0.3032(0-2)</td>
<td>0.3407(1-2)</td>
<td>0.3560(0-3)</td>
<td>0.4460(0-3)</td>
</tr>
<tr>
<td>Reg8</td>
<td>0.5426(2-3)</td>
<td>0.5571(1-3)</td>
<td>0.5492(1-3)</td>
<td>0.6454(2-2)</td>
</tr>
<tr>
<td>Reg9</td>
<td>0.6511(1-1)</td>
<td>0.6133(1-2)</td>
<td>0.6649(2-2)</td>
<td>0.6435(2-3)</td>
</tr>
<tr>
<td>Reg10</td>
<td>0.7453(2-1)</td>
<td>0.4229(0-1)</td>
<td>0.4950(1-1)</td>
<td>0.6176(2-1)</td>
</tr>
<tr>
<td>Reg11</td>
<td>0.8548(2-1)</td>
<td>0.5746(2-1)</td>
<td>0.6462(2-2)</td>
<td>0.7347(2-1)</td>
</tr>
</tbody>
</table>
The above results show that flu-related Twitter activity is more correlated with flu activity with certain age-groups within the USA population and the correlation may be better in certain regions compared to others. This does indicate that training prediction models that are targeted to specific population segments is a worthwhile endeavor in a future effort.

7 CONCLUSIONS

In this paper, we have described our approach to achieve faster, near real time detection and prediction of the emergence and spread of influenza epidemic, through continuous tracking of flu related tweets originating within United States. We showed that applying text classification on the flu related tweets significantly enhances the correlation (Pearson correlation coefficient 0.8907) between the Twitter data and the ILI rates from CDC.

For prediction, we build an auto-regression with exogenous input (ARX) model where ILI rate of previous weeks from CDC formed the autoregressive portion of the model, and the Twitter data served as an exogenous input. Our results indicated that while previous ILI rates from CDC offered a realistic (but delayed) measure of a flu epidemic, Twitter data provided a real-time assessment of the current epidemic condition and can be used to compensate for the lack of current ILI data.

We observed that the Twitter data was highly correlated with the ILI rates across different HHS regions. Our age-based prediction analysis suggested that for most of the regions, Twitter data best fit the age groups of 5-24 years and 25-49 years, correlating well with the fact that these were likely the most active age group communities on Twitter. Therefore, flu trends tracking using Twitter significantly enhances public health preparedness against influenza epidemic and other large scale pandemics.
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