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Abstract: A dynamic optimization problem (DOP) may involve two or more functions to be optimized simultaneously, as well as constraints and parameters which can be changed over time. It is essential to have a response approach to react when a change is detected. In the past, several memory-based approaches have been proposed in order to solve single-objective dynamic problems. Such approaches use a long-term memory to store the best known solution found so far before a change in the environment occurs, such that the solutions stored can be used as seeds in subsequent environments. However, when we deal with a Dynamic Multiobjective Problems with a Pareto-based evolutionary approach, it is natural to expect several traded-off solutions at each environment. Hence, it would be prohibitive to incorporate a memory-based methodology into it. In this paper, we propose a viable algorithm to incorporate a long-term memory into evolutionary multiobjective optimization approaches. Results indicate that the proposed approach is competitive with respect to two previously proposed dynamic multiobjective evolutionary approaches.

1 INTRODUCTION

Since life is dynamic, it is only natural to expect that the problems from daily life are dynamics. A dynamic optimization problem may involve two or more functions to be optimized simultaneously (also known as dynamic multiobjective optimization problems, or DMOPs for short), as well as constraints and parameters which can be changed over time. Although the study of this type of problems is not new, most of the proposed approaches transform the original dynamic problem into many static optimization problems. The evolutionary computation community has focused their efforts on designing approaches to solve these problems without performing any transformation.

This work proposes to incorporate a change response methodology into Dynamic Multiobjective Evolutionary Algorithms (DMOEAs). Such methodology uses a long-term memory which minimizes the information to be stored in order to replicate a specific state of the search if it is needed in subsequent environments.

The remainder of this paper is organized as follows: In Section 2, we present the dynamic multiobjective state-of-the-art. Section 3 describes the proposed algorithm and its conformed components. Section 4 presents the experiments and comparison of results. Finally, Section 5 provides our conclusions as well as some possible directions for future research.

2 RELATED WORK

Evolutionary algorithms have been successfully applied to solve DMOPs. Their success rate might be directed for their population-based nature, since this allows them to use the most of the previous discovered knowledge in order to follow a change in the environment. Bingul (Bingul, 2007) solved a dynamic multiobjective optimization problem (DMOP) using an aggregating function approach with a Genetic Algorithm (GA). Hatzakis and Wallace (Hatzakis and Wallace, 2006) proposed a forward-looking approach which combines a forecasting technique with an evolutionary algorithm. Deb et al. (Deb et al., 2006) proposed two modifications to the NSGA-II in order to handle DMOPs. In the first modification, the population is reinitialized while in the second, the population is mutated depending on the type of change in the environment (Deb et al., 2006). Talukder and Kirley (Talukder and Kirley, 2008) used a new variation operator to follow the Pareto front in DMOPs.
3 PROPOSED APPROACH

Since the natural behavior of a DMOP is to be changing, it is essential to perform a response action when a change is detected. Several authors (Mori et al., 1996; Branke, 1999; Branke et al., 2000) have proposed memory-based approaches in order to solve single-objective dynamic problems. Such approaches store the best known solution found so far before a change in the environment occurs and use such stored solutions to be seeds in subsequent environments. However, when we deal with a DMOP using a Pareto-based approach, it is natural to expect several dominated solutions. However, when we deal with a DMOP using a Pareto-based approach, it is natural to expect several dominated solutions. In this manner, if we choose the extremes of the original \( P^F \) using only few points, then it would be possible to have a memory-based multiobjective optimization approach.

The basis of our proposal lays on the construction of a special interpolation operator that will predict several non-dominated solutions in order to connect two points located on the extremes of the several non-dominated solutions in order to connect of a special interpolation operator that will predict optimization approach. be possible to have a memory-based multiobjective approach.

In such experiment are:

- The operator malfunctioned when optimizing the Kursawe test functions due to the disconnection in the parameter space. However, when the extreme points of any connected region in the parameter space were provided, then the operator was able to approximate the portion of the front belonged to such space. On the other hand, when the operator was trying to approximate WFG1 and WFG8 did not work as we expected, since they are disconnected in the parameter space, so it was impossible to find a path between two disconnected points in \( S^P \).

3.1 Operator to Create Solutions from the Extremes of a Bi-objective \( P^F \)

Given two non-dominated points \( \vec{a} = [a_1, \ldots, a_n]^T \) and \( \vec{b} = [b_1, \ldots, b_n]^T \), such that \( f_1(\vec{a}) < f_1(\vec{b}) \wedge f_2(\vec{a}) > f_2(\vec{b}) \).

We want to find the point \( \vec{z} \in \mathbb{R}^n \) whose evaluation in the objective space \( \vec{f}(\vec{z}) \) is located between \( \vec{f}(\vec{a}) \) and \( \vec{f}(\vec{b}) \) (i.e., \( f_1(\vec{a}) < f_1(\vec{z}) < f_1(\vec{b}) \wedge f_2(\vec{a}) > f_2(\vec{z}) > f_2(\vec{b}) \)). The complete procedure to find \( \vec{z} \) is shown below:

**Step 1.** Construct a system of equations of the form

\[
\begin{align*}
\mathbf{A} \mathbf{x} &= \mathbf{c} \\
\begin{bmatrix} f_1(\vec{a}) & f_2(\vec{a}) \\ f_1(\vec{b}) & f_2(\vec{b}) \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} &= \begin{bmatrix} x_{11} & x_{12} & \cdots & x_{1n} \\ x_{21} & x_{22} & \cdots & x_{2n} \end{bmatrix} \\
\begin{bmatrix} a_1 & a_2 & \cdots & a_n \\ b_1 & b_2 & \cdots & b_n \end{bmatrix} \begin{bmatrix} x_{11} \\ x_{21} \end{bmatrix} &= \begin{bmatrix} a_1 & a_2 & \cdots & a_n \\ b_1 & b_2 & \cdots & b_n \end{bmatrix}
\end{align*}
\]

**Step 2.** Solve the system of equations in order to obtain \( \mathbf{x} \).

\[
\mathbf{X} = \mathbf{A}^{-1} \mathbf{c}
\]

**Step 3.** Construct \( \vec{f}(\vec{z}) \) with desired objectives. This is performed increasing in \( \Delta \) the first objective and decreasing in \( \Delta \) the second one (using Equation 2).

\[
\vec{f}(\vec{z}) = [f_1(\vec{a}) + \Delta, f_2(\vec{a}) - \Delta]
\]

**Step 4.** Multiply \( \mathbf{X} \) by \( \vec{f}(\vec{z}) \) in order to obtain the \( \vec{z} \) values (using Equation 3).

\[
\vec{z} = \vec{f}(\vec{z}) \mathbf{X}
\]

**Step 5.** Once the \( \vec{z} \) value is computed, it is necessary to evaluate it in order to calculate its true objective values, i.e., to compute \( \vec{f}(\vec{z}) \). The new computed point will serve as seed for the next point to be generated.

With the aim to validate the current operator in static environments, we selected 30 pairs of points from several test functions (WFG1 to WFG9, ZDT1 to ZDT3 and Kursawe). Due to space limitations, and also because of the scope of this paper, the details are not provided here. However, the main conclusions of such experiment are:

- The proposed operator was able to connect two points in the decision variables space of the test functions whose solutions evaluated in the objective function space became non-dominated.
- The proposed approach showed satisfactory results for: ZDT1 to ZDT3, WFG2 to WFG7 and WFG9.
- The operator malfunctioned when optimizing the Kursawe test functions due to the disconnection of the problem in the parameter space. However, when the extreme points of any connected region in the parameter space were provided, then the operator was able to approximate the portion of the front belonged to such space. On the other hand, when the operator was trying to approximate WFG1 and WFG8 did not work as we expected, since they are disconnected in the parameter space, so it was impossible to find a path between two disconnected points in \( S^P \).

3.2 Methodology for Environmental Change Response

Above we proposed an operator to generate solutions between two points belonging to a connected region...
in the parameter space. Given such operator, we can develop an algorithm to reduce the information needed to produce a Pareto by storing only two extreme solutions by change in the environment. Below, we present such methodology:

Once that the change in the environment is detected, we can use the solutions previously stored in the repository. First, the repository and the current population should be re-evaluated such that we can integrate them in order to obtain the overall extreme points of the current Pareto front. From this two solutions, we should create a $\zeta$% new solutions using the proposed operator (shown in Section 3.1). The remain $100 - \zeta$% population will be randomly generated in order to incorporate diversity to the population. This procedure is shown in Algorithm 1. Once the response to the change is achieve. Then, we can use the produced population with any MOEA.

4 EXPERIMENTS AND COMPARISON OF RESULTS

In order to know how competitive is our approach, we decided to compare our results with respect to those obtained by the DNSGA II-A and the DNSGA II-B (Deb et al., 2006). In order to have a fair comparison, we hand-tuned each change to be activated every 500 evaluations of the objective function. For such sake, we setup the following empirical tuning: Simulated binary crossover ($P_c = 0.9$, $\eta_c = 15$), parameter-based mutation ($P_m = 1/\text{vars}$,$\eta_m = 20$), $P_f = 100$, $\zeta = 30$. Two test functions were taken from the specialized literature to compare our approaches and other two are proposed by us. In order to allow a quantitative assessment of the performance of a multiobjective optimization algorithm two standard performance measures were adopted: the Inverted Generational Distance (IGD) and the Hypervolume ratio (HVR).

The tests functions used for the algorithms are FDA1 and FDA2, both were proposed by Farina et al. (Farina et al., 2003), and the DZDT2 and DZDT3, are proposed here. They are modifications to the ZDT2 and ZDT3, respectively and are shown in Table 1.

<table>
<thead>
<tr>
<th>Dynamic Multiobjective Problems</th>
<th>FDA1</th>
<th>FDA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f_1(x) = x_1$, $f_2(x) = g(x_1)$</td>
<td>$1 - \left( \frac{x_1 - \eta_1}{\zeta} \right)^2$</td>
<td>$\sin(2\pi x_1)$</td>
</tr>
<tr>
<td>$G(t) = \sin(0.5\pi t/\tau)$,</td>
<td>$G(t) = \sin(0.5\pi t/\tau) + \frac{\zeta}{\eta}$</td>
<td>$g(x_1) = 1 + \frac{\zeta}{\eta} \sum_{i=1}^{n}(x_i - \eta_i)$</td>
</tr>
<tr>
<td>$g(x_1) = 1 + \frac{\zeta}{\eta} \sum_{i=1}^{n}(x_i - \eta_i)$</td>
<td>$\tau$ is the generation counter and $\tau_t$ is the number of generations that $t$ is fixed.</td>
<td></td>
</tr>
<tr>
<td>$x_1, \ldots, x_n \in [0, 1]$ and $n = 30$</td>
<td>$x_1, \ldots, x_n \in [0, 1]$ and $n = 30$</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Tests functions.

We measured the number of generations that requires our approach, the DNSGA-II-A and the DNSGA-II-B to approximate the true $\partial^*F$ at a IGD distance of 0.01 during 100 changes. This procedure was executed 100 times and the solutions obtained were averaged. We plotted the mean of such solutions during the 100 changes. This experiment was made in order to check if the use of memory can help to the algorithm to decrease the number of generations needed to approximate to the true $\partial^*F$.

In Figure 1(a) we can see as the DNSGA-II-LTM could stabilize its behavior over the time, in such a way that it could reduce the number of generations necessary to follow the $\partial^*F$ of FDA1 (to a value of IGD=0.01). Figures 1(c) and 1(d) show how the two proposed problems were more difficult that the two problems taken from the literature, since the number of generations needed to reach the IGD=0.01 was considerably higher, in these problems it is easy to observe a similar behavior that the one observed in

Algorithm 1: Response to an environmental change.

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$E$: Non-dominated solutions of $P$</td>
</tr>
<tr>
<td>2</td>
<td>$F$: Pareto front</td>
</tr>
<tr>
<td>3</td>
<td>$\text{Extreme}$: extreme solutions from $F$</td>
</tr>
<tr>
<td>4</td>
<td>$M = M \cup \text{Extreme}$</td>
</tr>
<tr>
<td>5</td>
<td>Reevaluate $M$ and $F$</td>
</tr>
<tr>
<td>6</td>
<td>Obtain the extreme non-dominated solutions from $M \cup F$</td>
</tr>
<tr>
<td>7</td>
<td>Replace a $\zeta$% of $F$ with new individuals generated with the procedure shown in Section 3.1.</td>
</tr>
<tr>
<td>8</td>
<td>Generate $100 - \zeta$% randomly individuals</td>
</tr>
</tbody>
</table>

Algorithm 2: DNSGA-II-LTM.

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$t = 0$</td>
</tr>
<tr>
<td>2</td>
<td>$M = \emptyset$</td>
</tr>
<tr>
<td>3</td>
<td>Initialize the population $P$</td>
</tr>
<tr>
<td>4</td>
<td>$F = \text{nondominated}(P)$</td>
</tr>
<tr>
<td>5</td>
<td>For each $F_i \in F$ do</td>
</tr>
<tr>
<td>6</td>
<td>$\text{crowdingdistance}(F_i)$</td>
</tr>
<tr>
<td>7</td>
<td>end for</td>
</tr>
<tr>
<td>8</td>
<td>repeat</td>
</tr>
<tr>
<td>9</td>
<td>if environmental change is detected then</td>
</tr>
<tr>
<td>10</td>
<td>Response to the change (Algorithm 1)</td>
</tr>
<tr>
<td>11</td>
<td>end if</td>
</tr>
<tr>
<td>12</td>
<td>$P_{t+1} = \text{Elitism}$</td>
</tr>
<tr>
<td>13</td>
<td>$t = t + 1$</td>
</tr>
<tr>
<td>14</td>
<td>until Termination criteria is fulfilled</td>
</tr>
</tbody>
</table>
FDA1 (the algorithm DNSGA-II-LTM could stabilize its behavior over the time).

In FDA2 the three algorithm presented a good behavior, but again, the DNSGA-II-LTM reduced the number of generations needed to follow the \( P^F \) at a IGD of 0.01 (see Figure 1(b)).

Since results from IGD indicate that the proposed modification could outperform NSGA-II-A and NSGA-II-B, we decided to perform a second experiment. For this new experiment, we decided to measure the hypervolume ratio during 100 changes using the three approaches (ours, the DNSGA-II-A and the DNSGA-II-B). In order to present such results in a friendly-comparison way, we decided to present them as box-plot graphics which are shown in Figure 2.

From box-plots, we can see that the DNSGA-II-LTM could reach to a hypervolume value close to 1.0 in most of the problems. The anomalous results shown also in boxplots are due to the start of the optimization process the algorithm had not sufficient knowledge in memory and therefore, it was more difficult to follow the movement of the optimum. But when the algorithm gained enough knowledge, the algorithm could reach the \( P^F \) most of the time.

5 CONCLUSIONS

According at the obtained result we can conclude that the use of a long-term memory in dynamic multi-objective evolutionary algorithms reduces the number of fitness function evaluations needed to optimize a DMOP. It should be clear that in order to use a long-term memory-based approach is necessary to use a method to reduce the amount of information of each environment to be stored in order to avoid saturation of the memory. The proposed approach to generate solutions from two points (in a connected region in the parameter space) can be used to store only two solutions at each change of the environment. It should be noted that this method was only tested for problems with two objective functions. However, we are planning to explore more dimensions in the objective space in the future.
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