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Universitätsplatz 2, 39106 Magdeburg, Germany

Keywords: Segmented-memory recurrent neural networks, Emotion recognition from speech.

Abstract: Emotion recognition from speech means to determine the emotional state of a speaker from his or her voice.
Today’s most used classifiers in this field are Hidden Markov Models (HMMs) and Support Vector Machines.
Both architectures are not made to consider the full dynamic character of speech. However, HMMs are able
to capture the temporal characteristics of speech on phoneme, word, or utterance level but fail to learn the
dynamics of the input signal on short time scales (e.g., frame rate). The use of dynamical features (first and
second derivatives of speech features) attenuates this problem. We propose the use of Segmented-Memory
Recurrent Neural Networks to learn the full spectrum of speech dynamics.
Therefore, the dynamical features can be removed form the input data. The resulting neural network classifier
is compared to HMMs that use the reduced feature set as well as to HMMs that work with the full set of
features. The networks perform comparable to HMMs while using significantly less features.

1 INTRODUCTION

Automatic emotion recognition from speech aims at
identifying the emotional or physical state of a human
being from his or her voice (Ververidis and Kotropou-
los, 2006). The motivation for it mainly arises from
the wish for a natural man-machine interaction. De-
termination of the emotional state of a user helps to
derive the semantics of a spoken sentence and fur-
ther enables the machine to respond in an appropriate
manner, for example to adapt the dialogue strategy
(Vlasenko and Wendemuth, 2009a). Further, there is
a number of possible applications in various fields,
for instance, in the in-car environment to monitor the
emotional state of the driver (Schuller et al., 2004), in
call centres to detect angry speech (Kim and Hansen,
2010), and in psychology to support the diagnosis
of psychiatric disorders (Yingthawornsuk and Shiavi,
2008).

Emotion recognition from speech means to extract
adequate features from raw speech data followed by
the classification of the feature-representation of an
utterance. In many cases, utterances are labelled with
basic emotions likeanger, boredom, disgust, etc. (Ek-
man, 1992). Furthermore, utterances can be classi-
fied as a point in emotion space with the dimensions

valance-arousal-dominance(Grimm et al., 2007) or
pleasure-arousal-dominance(Mehrabian, 1996). Yet,
a large range of classifiers was used for speech emo-
tion recognition. First of all, Hidden Markov Mod-
els (HMMs) represent a standard practice (Nwe et al.,
2003; Song et al., 2008; Inoue et al., 2011). El Ayadi
et al., 2011 state:

“Based on several studies (...), we can conclude
that HMM is the most used classifier in emotion clas-
sification probably because it is widely used in almost
all speech applications.”

Beside HMM, Support Vector Machines have
been used (Pierre-Yves, 2003; Schuller et al., 2009b),
and different kinds of neural networks. For in-
stance, feedforward networks (Nicholson et al., 1999;
Petrushin, 2000), Long Short-Term Memory Recur-
rent Neural Networks (Wöllmer et al., 2008) and
Echo State Networks (Scherer et al., 2008; Trentin
et al., 2010).

In this work we use a novel recurrent network ar-
chitecture called Segmented-Memory Recurrent Neu-
ral Network (SMRNN) (Chen and Chaudhari, 2009)
to solve the task of emotion classification from
speech. Those networks are able to learn long-term
and short-term time dependencies in the input data.
By that, we can waive the dynamic features of the in-
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Figure 1: HMM topology.

put data, that is, reduce the feature set. The results
are compared to HMM classifiers that work with the
reduced feature set (no dynamic features) and the full
set of features.

The paper is organised as follows. Section 2 re-
veals the basic concept of HMMs and SMRNNs. Sec-
tion 3 introduces the speech database, feature extrac-
tion from the speech signal, and configuration of the
HMM and SMRNN classifiers. The results are pre-
sented in Sec. 4 and discussed in Sec. 5.

2 METHODS

2.1 Hidden Markov Models

The principle of the HMM is based on the Markov
characteristic of a process, i.e., the successive pro-
cessing step is independent from previous decisions
(Rabiner and Juang, 1993; Tuzlukov, 2000). Gen-
erally, HMMs are powerful in signal processing
(Boreczky and Wilcox, 1998; Schmidt et al., 2010) as
well as in speech processing and recognition (Rabiner
and Juang, 1993; El Ayadi et al., 2011). Such a model
is a finite state automata, which passes from statesi
to statesj in each time slot, wherei and j are ele-
ments of the state number set. Traversing the model,
an observation sequenceoi is produced according to
a probability densitybi(oi). Also the hidden values
ai j are probabilistic, representing the transition like-
lihood from statesi to sj . A visualisation is given in
Fig. 1.

The training process of HMMs is done by the
Baum-Welsh-Algorithm (Baum et al., 1970) and the
most likely observation sequence is computed by the
Viterbi-Algorithm (Viterbi, 1967).

2.2 Segmented-memory Recurrent
Neural Networks

Conventional Recurrent Neural Networks (RNNs)
suffer the vanishing gradient problem (Bengio et al.,
1994; Hochreiter, 1998) in learning long-term de-

pendencies. The Segmented-Memory Recurrent Neu-
ral Network architecture, recently proposed by (Chen
and Chaudhari, 2009), approaches the problem based
on the observation on human memorization. Dur-
ing the process of memorization of long sequences,
it is widely recognised that people fractionise it into
segments. In the end, the single segments are con-
nected in series and form the final sequence (Severin
and Rigby, 1963; Hitch et al., 1996). For instance,
telephone numbers are often broken into segments of
two or three digits to ease the memorization such that
6718959 becomes 67 - 18 - 959.

Figure 2 illustrates the SMRNN architecture. It
consists of two simple recurrent networks (SRN) (El-
man, 1990) arranged in an hierarchical fashion. The
first SRN processes the symbol-level and the second
the segment-level of the input sequence. Regarding
the telephone number example, the single digits cor-
respond to symbols processed on symbol-level while
the groups of two/three digits correspond to segments
processed on segment-level.

Figure 2: SMRNN topology.

The SMRNN has an input, output, and two hid-
den layers as it is known from multilayer feedfor-
ward networks. In addition it has two context layers.
These layers have the same number of units as the
corresponding hidden layers and each unit represents
a copy of the last output of the hidden layer. Based
on this topology the network is able to learn temporal
patterns of a sequential input implicitly (Glüge et al.,
2010a; Glüge et al., 2010b).

In the following, we use the receiver-sender-
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notation. The upper index of the weight matrices de-
note the corresponding layer and the lower index the
single units. For example,Wxu

ki denotes the connec-
tion between thekth unit in hidden layer 1 and the
ith unit in the input layer (cf. Fig. 2). Moreover,fnet
denotes the transfer function of the network (e.g., hy-
perbolic tangent, sigmoid function) andnu, nx, ny, nz
denote the number of units in the input, hidden 1, hid-
den 2, and output layer.

The introduction of the parameterd on segment-
level makes the main difference between a cascade of
SRNs and an SMRNN. It denotes the length of a seg-
ment, which can be fixed or variable. The processing
of an input sequence starts with the initial symbol-
level statex(0) and segment-level statey(0). At the
beginning of a segment (segment head SH)x(t) is up-
dated withx(0) and inputu(t). On other positions
x(t) is obtained from its previous statex(t − 1) and
inputu(t). It is calculated by

xk(t) =















fnet

(

∑nx
j Wxx

k j x j(0)+∑nu
i Wxu

ki ui(t)
)

, if SH

fnet

(

∑nx
j Wxx

k j x j(t −1)+∑nu
i Wxu

ki ui(t)
)

,

otherwise
(1)

with k = 1, . . . ,nx . The segment-level statey(0) is
updated at the end of each segment (segment tail ST)
as

yk(t) =











fnet

(

∑ny
j Wyy

k j y j(t −1)+∑nx
i Wyx

ki xi(t)
)

,

if ST
yk(t −1), otherwise

(2)

with k = 1, . . . ,ny. The network output results in for-
warding the segment-level state

zk(t) = fnet

(

ny

∑
j

Wzy
k j y j(t)

)

with k= 1, . . . ,nz .

(3)

The dynamic of an SMRNN is mainly influenced
by the length of the segmentsd. While the symbol-
level is updated on a symbol by symbol basis, the
segment-level changes only with the end of a seg-
ment, afterd symbols are processed. At the end of the
input sequence the segment-level state is forwarded to
the output layer to generate the final output. The dy-
namics of an SMRNN processing a sequence is shown
in Fig. 3. In the example the intervald is fixed and the
sequence consists of 3 segments.

For the training of the SMRNN we use an ex-
tention of the real-time recurrent learning algorithm
(eRTRL) as it is described in (Chen and Chaudhari,
2009). During learning the network weightsW and

the initial states of the hidden layersx(0), y(0) are
adapted to minimise the sum of squared error at the
output.

3 EXPERIMENTAL SETUP

3.1 Speech Database

We chose the well-known studio recorded Berlin
Emotional Speech Database (EMO-DB) (Burkhardt
et al., 2005) to test the SMRNN approach on emo-
tion recognition from speech. It is freely accessible
and provides high quality audio material and annota-
tion. It is used in several studies on emotion recog-
nition from speech (El Ayadi et al., 2007; Schuller
et al., 2009b; Albornoz et al., 2011). Seven emotional
classes are covered, namely anger, boredom, disgust,
fear, joy, neutral, and sadness.

The corpus consists of ten predefined German sen-
tences that are not emotionally biased by their mean-
ing, e.g., “Der Lappen liegt auf dem Eisschrank” (The
cloth is lying on the fridge). Sentences are spoken
by ten (five male and five female) professional ac-
tors in each emotional way. In a perception test the
recorded utterances were evaluated and deleted when
recognition errors were more than 20% and if they
were judged as non natural by more than 40% of 20
listeners. This ensures the emotional quality and nat-
uralness of the utterances.

For the recognition task each emotional class was
split into 90% training and 10% test data for the
HMMs. Further, the data for the SMRNNs was split
into 80% for training, 10% for validation, and 10%
for testing. The validation set was used to identify
the parameters of the networks (number of neurons in
hidden layersnx, ny, and length of segmentsd) that
seem to work best on each class. Afterwards the net-
works were tested on the test data.

Table 1 shows the distribution of the utterances
over the emotion classes.

Table 1: EMO-DB utterances grouped by emotional
class and separation into training/testing or train-
ing/validation/testing.

Emotion No. utterances HMM SMRNN
Anger 127 114/13 102/13/12
Boredom 79 71/8 63/8/8
Disgust 38 34/4 30/4/4
Fear 55 50/5 44/6/5
Joy 64 58/6 51/6/7
Neutral 78 70/8 62/8/8
Sadness 52 47/5 42/5/5
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Figure 3: SMRNN dynamics.

3.2 Feature Selection and Extraction

One of the most relevant features for emotion recog-
nition from speech is the pitch . It represents the per-
ceived fundamental frequency (F0) of a sound. Be-
side pitch, spectral features, such as mel-frequency
cepstral coefficients (MFCCs) are dominant features
used for speech recognition. Further, MFCCs are
used in speaker verification (Ganchev et al., 2005)
and even music information retrieval such as genre
classification (Müller, 2007). They have also been
found meaningful for emotion recognition (Vlasenko
et al., 2008; Vlasenko and Wendemuth, 2009b; Böck
et al., 2010; Hübner et al., 2010; Schuller et al., 2011).
MFCCs are coefficients that collectively make up
a mel-frequency cepstrum (MFC). They are derived
from a type of cepstral representation of the audio
clip (a nonlinear “spectrum-of-a-spectrum”). The dif-
ference between the cepstrum and the mel-frequency
cepstrum is that in the MFC, the frequency bands are
equally spaced on the mel scale, which approximates
the human auditory system’s response more closely
than the linearly-spaced frequency bands used in the
normal cepstrum (Fant, 1960).

For our experiment, the features were extracted
with the help of the Hidden Markov Model Toolkit
(Young et al., 2006), primarily used for speech recog-
nition research.

3.2.1 Features for HMMs

The speech data was processed using a 25ms Ham-
ming window, with a frame rate of 10ms. For each
frame (25ms audio material) a 39 dimensional feature
vector was extracted. It consisted of 12 MFCCs and
0th cepstral coefficient plus first and second deriva-
tives, which gives a 39 dimensional feature vector.
The first and second derivatives are so calleddy-
namic featuresthat take the temporal variation of the
speech signal into account. In the literature, the first
derivatives are often calledDeltas(∆) and the second
derivativesAcceleration(∆∆). This feature set is quite
common in speech community as well as in emotion
recognition from speech.

The mean length of an utterance in EMO-DB is
2.74s. With a frame rate of 10ms this resulted in a
mean of 274×39= 10686 values per utterance.

To compare the results gained by the SMRNNs we
additionaly trained HMMs with a reduced feature set.
Thus, we kept the 12 MFCCs and the 0th coefficient
but generated a set having just the Deltas (26 fea-
tures) and another without any additional derivatives
(13 features).

3.2.2 Features for SMRNNs

For the SMRNNs, we also used a 25ms Hamming
window to process the speech signal. Preliminary
experiments showed that the performance of the net-
works was constant in the range of the frame rate be-
tween 10ms and 25ms. To reduce the computational
effort we chose 25ms for the frame rate, which is the
same size as the Hamming window (no overlapping).

We employed 12 MFCCs and the 0th cepstral co-
efficient, which gives a 13 dimensional feature vector.
Note that we did not use thedynamic features(first
and second derivatives) as the network should learn
the temporal structure of the data. Due to the sig-
moidal characteristics of the activation function used
in the networks the features were scaled onto values
in the range of[−7,7].

With the mean length of an utterance of 2.74s and
the frame rate of 25ms we got 110×13= 1430 values
per utterance. The larger frame rate and the reduction
of the features led to around 7.5 times less data than
it was used for the HMM approach.

3.3 Architecture of the Classifier

Both types of classifiers work according to the one-
class-one-classifier principle. We employ seven clas-
sifiers and each is trained on one emotional class. In
the end the output of these seven ‘experts’ is used to
find the final decision. Figure 4 illustrates the ap-
proach.

3.3.1 HMM

In case of Hidden Markov Models for each class one
model was trained. In testing, the input was presented
to each model simultaneously and by traversing the
model the most likely path through it was computed
using the Viterbi-Algorithm. Finally, for each result
the log-likelihood was calculated. According to these
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Figure 4: One-class-one-classifier principle.

values a final decision was carried out, i.e., the largest
value was taken, which is a winner-take-all principle.
The training and testing was done by utilising the Hid-
den Markov Toolkit (Young et al., 2006) by the Uni-
versity of Cambridge.

In particular, an HMM had the following struc-
ture: It was a left-to-right forward passing scheme,
which means that all connections were either forward
oriented or self-loops (cf. Fig. 1). Moreover, each
model had 3 internal states that is standard in speech
processing. The input was the sequence of feature
vectors of an utterance and the output produced by
the system was the emotion label (cf. Sec. 3.1).

3.3.2 SMRNN

According to the general structure of the classifier (cf.
Fig. 4) we trained seven different SMRNNs. Each
consists of thirteen input units (nu = 13) and one out-
put unit (nz = 1), such that each network decided
whether the presented utterance belongs to its class
(z = 1) or not (z = 0). The transfer function for
the hidden and output units was the sigmoid function
( fnet(x) = 1/(1+exp(−x)) ). The input units simply
forwarded the input data. Initial weights were set to
uniformly distributed random values in the range of
[−0.4,0.4].

Each network differs in three parameters, namely
the number of units in the hidden layersnx, ny, and
the length of the segmentsd. They were determined
using the training and validation set. Those param-
eter combinations that worked best on the validation
set after training were picked for the final classifier.
Due to the computational effort for network training
we used no systematic search technique for combina-
tions of parameters yet. In this respect, the present
parameter combinations should be taken as an edu-
cated guess. Table 2 shows the network configuration
for each class.

The networks were trained for 100 epochs with
the learning rate 0.2 and momentum 0.1. For each
utterance the networks delivered an output value in
the range of(0,1). To come up with a final deci-
sion, we used the winner-take-all principle, that is, the

Table 2: SMRNN configuration grouped by emotional
class.

Emotion hidden 1 hidden 2 segment
nx ny lengthd

Anger 28 8 17
Boredom 19 8 14
Disgust 22 14 8
Fear 17 17 7
Joy 19 29 2
Neutral 8 26 19
Sadness 13 13 11

network with the highest output determined the emo-
tional class that corresponds to the utterance.

4 RESULTS

The performance of both classification methods was
measured using the weighted average (WA) of class-
wise accuracy as it is proposed in (Schuller et al.,
2009a). Since the number of utterances in the single
classes differed considerably, the weighted average
provides a more reasonable measure than the arith-
metic mean (unweighted average UA).

In the following, HMM denotes the classifier that
was trained using the 13 basic features (12 MFCCs
plus 0th coefficient). HMM∆ denotes the classifier
that was trained with 26 features (13 basic features
plus first derivatives). HMM∆∆ denotes the HMM
classifier that was trained with the full set of 39 fea-
tures (13 basic features plus first and second deriva-
tives).

Table 3 shows the results for the SMRNN against
the HMM approach using the weighted and un-
weighted average.

Table 3: Weighted and unweighted average of class-wise
accuracy in % for HMM and SMRNN classifiers during
training and testing.

Emotion training WA / UA testing WA / UA
SMRNN 91.08 / 91.62 71.02 / 73.47
HMM∆∆ 79.70 / 81.76 73.75 / 77.55
HMM∆ 81.17 / 81.08 60.03 / 63.27
HMM 71.15 / 70.72 51.72 / 55.10

The SMRNN classifier performed best during
training (≈ 91%), but dropped down to 71% in test-
ing. HMM∆∆ delivered the best result on the test set
(≈ 74%). This coincides with the results reported in
(Schuller et al., 2009b) and (Böck et al., 2010).

Feature reduction caused a significant decrease in
the performance of the HMMs. The HMM∆ and
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HMM classifiers (cf. Tab. 3) performed inferior to the
SMRNNs.

In comparison to the HMM∆∆ the SMRNNs per-
formed slightly worse (71.02% vs. 73.75% on test
set). Note that the networks used three times less fea-
tures (13 vs. 39, cf. Sec. 3.2.2) than the HMM∆∆ and
reached a comparable performance.

Tables 4 and 5 show the class-wise accuracy of the
SMRNN and HMM∆∆ classifier.

Table 4: Confusion matrix of SMRNN classifier on test set
with class-wise accuracy in % (Acc.).

Emotion A B D F J N S
Anger 12 0 0 1 2 0 1
Boredom 0 5 0 0 0 3 0
Disgust 0 0 3 0 0 0 0
Fear 0 0 0 3 1 0 0
Joy 0 0 1 0 4 0 0
Neutral 0 1 0 1 0 5 0
Sadness 0 2 0 0 0 0 4
Acc. 100 62.5 75 60 57 62.5 80

Table 5: Confusion matrix of HMM∆∆ classifier on test set
with class-wise accuracy in % (Acc.).

Emotion A B D F J N S
Anger 11 0 0 1 2 0 0
Boredom 0 7 0 1 0 1 1
Disgust 0 0 2 0 0 0 0
Fear 1 0 0 3 0 0 0
Joy 1 0 0 0 4 0 0
Neutral 0 0 0 0 0 7 0
Sadness 0 1 2 0 0 0 4
Acc. 84.6 87.5 50 60 66.7 87.5 80

One can see that for SMRNNs as for HMM∆∆
the accuracy on the different classes was nonhomoge-
neous. Both classifiers performed well on anger and
sadness (Acc.≥ 80%) but performed worse on fear
and joy (Acc.< 70%). Anger was perfectly classified
by the SMRNNs. This might be due to the overrepre-
sentation of anger in the database (cf. Tab. 1). Further,
some emotions (e.g., disgust and sadness) occure in a
small number in the test set. Therefore, the correct
classification of one of the utterances in that classes
had a high impact on the overall performance.

5 DISCUSSION

Our experiment showed that SMRNNs have the po-
tential to solve complex sequence classification tasks
as they appear in automatic speech processing. The

memory for contextual information enables the net-
work to learn long-term as well as short-term tempo-
ral dependencies, while the segmentation of the mem-
ory prevents it to suffer from the vanishing gradient
problem. As the networks are able to learn the dy-
namics of the input sequences it is not necessary to
provide the dynamic features of the speech signal to
learn the task.

In the experiment SMRNNs performed slightly
worse (≈ 3% on test set) compared to HMMs
that were trained with three times more features
(HMM∆∆). Further, the input signal of the HMMs
was sampled more frequently during feature extrac-
tion (10ms for HMMs vs. 25ms for SMRNNs, cf. Sec.
3.2.2). In total the HMM∆∆s were trained with 7.5
times more data than the SMRNNs.

On the other hand, HMMs that used the same
amount of features were outperformed by the SM-
RNNs by around 19% weighted average accuracy on
the test set (cf. Tab. 3).

The perfect classification of anger by the SM-
RNNs (cf. Tab. 4) gives rise to the hope, that the per-
formance of the networks could enhance by providing
more training material for the different classes.

We see the main drawback of the SMRNN ap-
proach in the computational costs for the network
training. In worst-case (network is fully connected
and all weights are adaptable) the RTRL algorithm
has a space complexityΘ(n3) and average time com-
plexity Θ(n4), with n denoting the number of units in
the network (Williams and Zipser, 1995). By now,
this forced us to guess the parameter combinations
(nx,ny,d) for the networks. The learning rate, mo-
mentum and number of epochs for the training might
also not be optimal yet. Replacement of the RTRL
algorithm by the extended Kalman filter algorithm
(EKF) could be a possible solution for the problem
(Čerňanský and Beňuškova, 2003).

Beside the optimisation of the network parameter,
there are indications that the networks performance
can be improved with the use of alternative features,
e.g., perceptual linear prediction coefficients (Her-
mansky, 1990).
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