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Abstract: This research concerns the acquisition of 3-dimensional data from images for the purpose of modeling a person’s head. This paper proposes an approach for acquiring the 3-dimensional reconstruction using a multiple stereo camera vision platform and a combination of passive and active lighting techniques. The proposed one-shot active lighting method projects a single, binary dot pattern, hence ensuring the suitability of the method to reconstruct dynamic scenes. Contrary to the conventional spatial neighborhood coding techniques, this approach matches corresponding spots between image pairs by exploiting solely the redundant data available in the multiple camera images. This produces an initial, sparse reconstruction, which is then used to guide a passive lighting technique to obtain a dense 3-dimensional representation of the object of interest. The results obtained reveal the robustness of the projected pattern and the spot matching algorithm, and a decrease in the number of false matches in the 3-dimensional dense reconstructions, particularly in smooth and textureless regions on the human face.

1 INTRODUCTION

The acquisition of 3-dimensional data by stereovision techniques is a very widely researched area in the field of computer vision due to its wide range of applications. However, the range finders proposed to date still face major challenges such as the reconstruction of textureless surfaces.

Passive range finders depend only on stereo images acquired in ambient lighting to operate. Multi-view passive systems (Okutomi and Kanade, 1993; Kang et al., 2001; Gallup et al., 2008) provide larger surface coverage and higher depth accuracy when compared to passive two-camera systems. However, their performance is still challenged by textureless surfaces. Active range finders code the viewed scene with a light pattern to address the issues in reconstructing textureless surfaces. While temporal coding (Chang, 2003; Zhang et al., 2002) and direct codification (Miyasaka et al., 2000; Liang et al., 2007) techniques are not suitable for reconstructing non-static objects since they project multiple patterns, spatial neighbourhood coding techniques (Shi et al., 2005; Song and Chung, 2008) project only a single pattern but they are not robust to surface depth discontinuities.

The object of interest in this work that is sought to be 3-dimensionally reconstructed is an ear-to-ear representation of a person’s head. A multi-view approach consisting of passive and active lighting techniques is used due to the textureless nature of the human face. The active technique projects a single, binary and uncoded dot pattern, and an algorithm is proposed which matches corresponding spots by exploiting the redundant data in multiple stereo images. This matching algorithm is not susceptible to surface depth discontinuities and results in an initial, sparse reconstruction. A dense 3-dimensional reconstruction is then obtained using a passive lighting technique, which is guided by the initial reconstruction to reduce the likelihood of occurrence of false matches.

This paper is organized as follows. Section 2 details the various stages of the proposed approach. Experimental results are discussed in Section 3. Section 4 presents the concluding remarks and suggests further work.

2 METHODS

The concept behind the proposed spot matching algorithm is that for every 3-dimensional point on the
surface of interest there is only one consistent and physical depth value on which every stereo pair in the multi-camera setup must agree, and this permits the identification of corresponding spots between multiple images. The multi-camera setup in this work comprises 4 cameras, which are calibrated using Bouguet’s Camera Calibration Toolbox for Matlab (Bouguet, 2010).

**Spot Pattern Extraction:** A simple, single pattern composed of centered horizontal and vertical stripes, spanning from one border to the other, and binary dots is projected on the object of interest, as shown in Figure 1. The stripes delineate quadrant sets of dots allowing each quadrant to be processed separately and inhibiting every dot matching error from propagating into other quadrants.

Figure 1: Projection of the light pattern onto the object of interest, as acquired from one of the cameras.

The spot pattern is extracted by binarising the images of the object and the projected light pattern, and filling any holes in the spots. The centroid of each extracted spot is then found and used to represent the approximate location of each projected spot. This yields the images $f_i$ for any spot quadrant, where camera index $i = 1, \ldots, n$, and superscript $u$ denotes unrectified images.

**Spot Matching:** In order to generate a sparse reconstruction of the object of interest, corresponding spots between multiple stereo pairs need to be identified. Contrary to the active techniques reviewed in Section 1, which rely on coded patterns to identify correct pixel correspondences, the proposed algorithm exploits the redundant data in multiple stereo images to match each spot in the uncoded binary pattern. This ensures that the method is unaffected by the underlying surface colour and is not susceptible to surface depth discontinuities. The spot matching procedure first involves identifying candidate matches and then identifies the most likely match on the basis of range consistency.

In order to identify the possible matching spots in the pattern, the binary images are first rectified with respect to a reference camera $i$ according to (Fusiello et al., 2000), in order to reduce the search problem for correspondences to a 1-dimensional search along epipolar lines. This yields the pairs of images, $f_i^{r(i,j)}$ and $f_j^{r(i,j)}$ for cameras indexed $i$ and $j$ respectively, where $j = 1, \ldots, n$, $j \neq i$, with a particular rectification $r(i,j)$ between camera pair $i, j$. The spots in images $f_i^{r(i,j)}$ and $f_j^{r(i,j)}$ are also arbitrarily assigned a unique index value $k^{(i)}$ and $k^{(j)}$ respectively, for identification purposes.

Now, consider the spot indexed $k^{(i)}$. Its true match must theoretically lie on the epipolar line in image $f_j^{r(i,j)}$. Therefore, the indices of the spots residing on the epipolar line are included in the set, $C_j(k^{(i)}) = \{k^{(j)}_1, k^{(j)}_2, \ldots, k^{(j)}_N\}$, of candidate matching dots for the spot with index, $k^{(i)}$. In addition, spots residing on a number of rows above and below the epipolar line are also included in the set of candidate matches, since the estimation of each spot location may shift the true match off the epipolar line.

Now, each candidate match is assigned a score and a depth value. The score value was chosen to be a linearly decreasing function of distance from the epipolar line:

$$Z^{r(i,j)}(k^{(i)}; k^{(j)}_\eta) \quad \text{as described by Equation 1.}$$

$$Z^{r(i,j)}(k^{(i)}; k^{(j)}_\eta) = \frac{B_{i,j} F^{r(i,j)}}{d(k^{(i)}, k^{(j)}_\eta)} \quad (1)$$

where, $\eta = 1, \ldots, N$, $B_{i,j}$ denotes the baseline length of the stereo pair $(i, j)$, $F^{r(i,j)}$ denotes the common focal length of cameras $i$ and $j$, and $d(k^{(i)}, k^{(j)}_\eta)$ is the disparity value in pixel units between spot index $k^{(i)}$ in $f_i^{r(i,j)}$ and the candidate matching spot index $k^{(j)}_\eta$ in $f_j^{r(i,j)}$.

Since the depth value of the true match must be consistent between all stereo pairs, this true match can be identified by seeking that candidate match that has the same depth value in all stereo pairs. However, any inaccuracies in the camera calibration parameters and the inaccurate approximation of each spot location may cause the depth values of the true match to vary by some value between different stereo pairs. To counteract this discrepancy and identify the true match, a weighted histogram of the depth values of each candidate match is generated, where each candidate match is weighted by its score value forming a histogram such as shown in Figure 2. A separate mapping table is also used to retain the relationship be-
Figure 2: A weighted histogram of the depth values of each candidate match is generated for each stereo pair, and a separate mapping table retains the relation between the index value and depth value of each candidate match.

Post-Processing of the Matched Spot Pattern:

Theoretically, true spot matches have similar intensity values in stereo image pairs acquired in ambient lighting. Ignoring any non-linearities in camera sensitivity, all correctly matched spots should fit a straight line. Therefore, the intensities of all matching spot pairs are plotted in a 2-dimensional plot where each axis represents the intensity of each camera in the pair, as shown in Figure 3. The best straight line is then fit to the distribution by linear regression, and those points whose distance from the line is above a certain tolerance are taken to represent mismatches and are discarded.

Localized Correspondence and 3D Reconstruction:

The initial, sparse representation of the object of interest is used to guide a passive correspondence technique in order to obtain a dense 3-dimensional reconstruction. All stereo image pairs are being intensity calibrated by adopting a modified version of (Kawai and Tomita, 1998).

The passive correspondence method used to obtain a dense 3-dimensional representation of the object of interest, is based on the Sum of Sum of Square Differences (SSSD) in-inverse-distance technique by Okutomi and Kanade (1993). In the proposed approach, the correspondence search range is constrained for each individual pixel using the set of matched spots. This increased the robustness of the correspondence algorithm, as detailed in Section 3.

3 RESULTS AND DISCUSSION

The proposed approach was tested by projecting a random dot pattern on a test mannequin, as shown in Figure 1. From the results obtained it was found that on average the spot matching algorithm yielded 97.53% of correctly matched spots per pattern quadrant.

For comparison purposes, the reconstruction in Figure 4(a) was generated from intensity calibrated images using the method in (Okutomi and Kanade, 1993). This result shows several false matches on surface regions which mostly lack any discernible texture such as the forehead, the cheeks and the chin, when compared to the result obtained using the proposed approach in Figure 4(b). The occurrence of these false matches is a direct consequence of the large search range considered in (Okutomi and Kanade, 1993). The SSSD-in-inverse-distance function in Figure 5(a) of a false match in Figure 4(a) shows multiple minima whose SSSD value is very close, and a global minimum at the wrong inverse-distance value. On the other hand, constraining the search range in the proposed approach results in the SSSD-in-inverse-distance function in Figure 5(b), which contains a single minimum and correctly identifies the inverse-distance value of the true match.

4 CONCLUSIONS

This work has dealt with the 3-dimensional reconstruction of a person’s head using a multi-camera setup and a combination of active and passive lighting methods, to combine their merits and obtain a more reliable 3-dimensional reconstruction.
The projection of a single, uncoded binary pattern and the proposed spot matching algorithm are applicable in reconstructing non-static surfaces which contain depth discontinuities and are not colour-neutral. This generates a sparse but reliable 3-dimensional reconstruction, which is then used to constrain the search range of a passive correspondence technique to produce a dense reconstruction of the object of interest.

Further work includes scaling up of the system to include a larger number of cameras, in order to enhance the performance of the spot matching and correspondence algorithms due to the availability of a larger amount of multi-view redundant data.
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