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Abstract: When a Web query is submitted and relevant documents are not found, users are faced with the difficult task of reformulating the query. It may be argued that ontologies can be useful to automate the query reformulation process, taking advantage of the domain knowledge. This paper proposes a novel way of building a modular ontology that may be suitable for this task, composed of interrelated modules focused on specific topics. We propose to use well-known Web-based semantic relatedness measures to improve the content and structure of the modular ontology. Some experiments on query reformulation based on the obtained ontology modules show satisfactory results.

1 INTRODUCTION

With the growing amount of available Web resources, users are faced with the task of finding the precise information suited for their purpose. Users frequently modify a previous search query to have better results. These modifications are called query reformulations or query refinements.

Ontologies have proven to be useful to interpret queries and documents if they are adapted to the particular needs of the search process. Big ontologies usually do not cover a specific field of search. With smaller and more compact ontologies, it can be easier for the user to find the appropriate terms to make or refine a search, restricted to a specific field in which terms are semantically linked. Therefore, ontology modularization processes can have a significant contribution in this field. Existing methods on this field are based only on taxonomic relationships between terms and do not consider the semantics of concepts. Thus, their results have a poor taxonomic structure and lack non-taxonomic relationships. This work proposes the composition of modular ontologies based on semantic relatedness measures, and shows how these modules can be used to improve the reformulation of Web queries. The main contributions of this work are the definition of a Web-based semantic modular ontology building algorithm and the use of modular ontologies for query reformulation.

The next section presents a brief state of the art on compositional approaches.

2 COMPOSITION OF ONTOLOGY MODULES

In this paper we take the expression ontology module to refer to a fragment of a domain ontology that may be reused in different tasks. It represents a set of concepts which are strongly interrelated. A modular ontology includes a set of independent modules, which are linked through inter-module connectors (Stuckenschmidt et al., 2009). An inter-module connector is defined by a relationship between two concepts belonging to two modules within the ontology.

Ontology composition approaches can be classified into three categories. The first one includes techniques based on an algebra (Jarrar, 2005) (Mitra et al., 2004), in which a composition operator has been defined to put modules together.
The second one is based on the object-oriented paradigm (Henriksson et al., 2007). Thus, role modelling for ontologies helps to remedy the deficiencies of class-based ontologies without losing their advantages. The last category is based on description logics (Stuckenschmidt et al., 2009).

This state of art has identified the following limitations. First, it shows a lack of appropriate approaches for obtaining modular ontologies usable for Web semantic search. Second, the composed modular ontologies are not well structured. Finally, ontology modules have a big size which make it hard to the user to choose the appropriate search terms. To remedy these problems, we propose a novel method to compose ontology modules using well known techniques like clustering and Web-based co-occurrence statistics. The final aim is to unravel the implicit taxonomic and non-taxonomic relationships between the concepts in the ontology modules. Besides, the method intends to improve the modular ontology structure and to reduce the size of the modules, in order to improve the process of query reformulation.

3 A NEW METHOD FOR THE COMPOSITION OF MODULAR ONTOLOGIES

The final objective of the work is to improve the query reformulation process using a modular ontology. Our hypothesis is that it may be more beneficial to the user to specify some strongly related concepts and relations. Thus, we propose to analyze, improve and re-structure these modules to obtain a coherent modular ontology. This section aims to describe the proposed compositional approach based on clustering and co-occurrence similarity measures. We start in the following subsection with a general description of the approach, and then we turn to a detailed explanation of each step.

3.1 General Description of the Proposed Approach

Figure 1 depicts the main phases of the new method to compose ontology modules. The first step deals with the reorganization of the ontology modules. The second step concerns the classification of these concepts into modules based on their semantic similarity, computed from Web-scale co-occurrence statistics. The third and last step ensures a proper structure of the ontological modules.

3.2 Ontology Modules Reorganization

The reorganization of the ontology modules is performed in two sub-steps. The first one aims at determining the overlap between the different modules. The second one consists in reducing the size of the modules by collecting the overlapping concepts for each pair of modules. We propose to store a set of overlapping concepts for each pair of modules, and not just a single set of overlapping concepts.

3.3 Concept Classification using Web-based Semantic Measures

The classification of concepts allows a meaningful redistribution of the concepts within the modules. In fact, we propose in this section to form new modules with new semantic relations based on the co-occurrence between concepts.

3.3.1 Web-based Semantic Similarity between Concepts

This sub-section aims to uncover semantic relations between concepts using the Web.

The co-occurrence between concepts may be determined from the hits returned by Web search engines. To calculate the semantic similarity between terms based on co-occurrence, the well-known PMI (Pointwise Mutual Information) measure was applied. This measure is computed with the following formula (1):

\[
PMI \_IR(a,b) = \log \frac{\frac{\text{hit}(a \ AND \ b)}{\text{total \ webs}}}{\frac{\text{hit}(a)}{\text{total \ webs}} \times \frac{\text{hit}(b)}{\text{total \ webs}}} \quad (1)
\]
This measure is then represented in a co-occurrence graph. Let $G = (V, E)$ be a co-occurrence graph (Newman, 2005), where $V = \{v_1, \ldots, v_N\}$ is a set of vertices and $E \subseteq V \times V$ is a set of edges. Each concept is represented by a node. The edge between nodes $v_1$ and $v_2$ is included in the graph if the degree of relatedness between those two concepts, as measure by the PMI estimation, is above a certain threshold, which basically determines the intended density of the graph. The co-occurrence graph constitutes the input of the clustering algorithm which will be detailed in the next sub-section.

### 3.3.2 Clustering based on the Co-occurrence Graph

Due to the number of clusters is unknown, it is necessary to employ an unsupervised clustering algorithm. In this case, the Newman clustering algorithm was chosen. Newman and Girvan (Newman, 2005) impose weights on the edges based on structural properties of the graph $G$. The weight used by Newman and Girvan is the between's of an edge between $v_1$, $v_2$, which is the number of shortest paths connecting any pair of vertices that pass through the edge. The cost of a path is calculated as the sum of the PMI values of the edges of the path. As a computational detail, it may be noted that there may exist multiple paths of the same length between a given pair of vertices.

This step has ensured the organization of semantically related concepts within the same module, but lacks a proper structuring of the whole set of modules. In the next section, we describe the modules classification process using Web-based semantic relationships.

### 3.4 Ontology Modules Structuring

This section describes the last phase, in which the final modular ontology is properly structured and formally represented. This phase basically aims to find relationships between concepts in different modules. Besides, it has the objective to obtain a hierarchy of modules that may be formalized using P-DL.

#### 3.4.1 Ontology Modules Classification

The clusters (modules) obtained with the Newman algorithm in the previous section, are classified with the vector model to create the structure of the final modular ontology. This process consists of two phases: term weighting and similarity computation.

Thus, the space is of dimension $K$, being $K$ the number of common concepts between the overlapping modules. In addition, we define a vector concept $VC = (w_i(c_1), \ldots, w_i(c_K))$ that represents the common concepts between the modules. $w_i(c_k)$ is the weight of concept $c_k$ in the Web. This weight is determined by the inverse occurrence of the concept $c_k$ in the Web.

$$w_i(c_k) = \frac{1}{\text{hits}(c_k)}$$

Each module is represented by a vector module $VM_i = (w_i(c_1), \ldots, w_i(c_K))$, where $w_i(c_k)$ is the average of the PMIs of the concept $c_k$ with the concepts of the module $M_i$. $w_i(c_k)$ is described by the formula (5), where $N$ is the number of concepts in the module $M_i$.

$$w_i(c_k) = \frac{\sum_{j=1}^{N} \text{PMI}(c_k, c_j)}{N}$$

Then, it is calculated the cosine between the vector modules and the vector concept to classify the modules.

$$\text{Sim}(M_i, VC) = \frac{\sum_{i=1}^{j} w_i(c_i) \cdot w_i(c_i)}{\sqrt{\sum_{i=1}^{j} w_i(c_i)^2 \cdot \sum_{i=1}^{j} w_i(c_i)^2}}$$

Next, we propose to formalize these modules into a modular ontology, as detailed in the following section.

### 3.4.2 Modular Ontology Formalisation

We detail in this subsection the last step of module composition, which consists on the formalisation of the modular ontology with P-DL (Bao et al., 2007). P-DL, a description logic based on packages, uses the importation of relations in order to compose a local model.

### 4 EVALUATION

In order to evaluate the approach presented in this paper, the impact of the use of ontology modules during query reformulation is tested. We have computed the precision of results retrieved by means of query reformulation.
In the first scenario, documents are retrieved via queries proposed from the INEX (INEX, 2010) topics without performing any query reformulation. The second scenario consists on reformulating the queries by means of the input ontologies provided by INEX. The third scenario consists on reformulating queries using concepts of the same module than the queried concept. The fourth scenario consists on reformulating queries using concepts related to the queried concept in other modules (these relationships are obtained in the third step of the proposed approach). In each scenario, the amount of implicit and explicit knowledge considered during the query reformulation increases.

5 CONCLUSIONS

The challenge addressed in this paper is to propose an approach to improve query reformulation based on ontology modularization. Indeed, the use of ontological modules created by means of case-based reasoning has improved the relevance of results (Elloumi et al., 2010). Given that the approaches of modularization of ontologies are created mainly on the structure of the ontology, the resulting modules only rely on explicitly modelled relationships. In order to consider as much explicit and implicit knowledge between modules, we propose to estimate concept relatedness from term co-occurrence in the Web. As a result, better precision is achieved by query reformulation tasks relying on these better structured modules.
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