DYNAMIC RESOURCE ALLOCATION AND ACTIVE PREDICTIVE MODELS FOR ENTERPRISE APPLICATIONS

M. Al-Ghamdi, A. P. Chester, L. He and S. A. Jarvis

Performance Computing and Visualisation, Department of Computer Science, University of Warwick, Coventry, U.K.

Keywords: Dynamic resource allocation, Enterprise applications, Switching policies, Workload prediction.

Abstract: This work is concerned with dynamic resource allocation for multi-tiered, cluster-based web hosting environments. Dynamic resource allocation is reactive, that is, when overloading occurs in one resource pool, servers are moved from another (quieter) pool to meet this demand. Switching servers comes with some overhead, so it is important to weigh up the costs of the switch against possible system gains. In this paper we combine the reactive behaviour of two well known switching policies – the Proportional Switching Policy (PSP) and the Bottleneck Aware Switching Policy (BSP) – with the proactive properties of several workload forecasting models. Seven forecasting models are used, including Last Observation, Simple Algorithm, Sample Moving Average, Exponential Moving Algorithm, Low Pass Filter and Autoregressive Moving Average. As each of the forecasting schemes has its own bias, we also develop three meta-forecasting algorithms (the Active Window Model, the Voting Model and the Selective Model) to ensure consistent and improved results. We show that request servicing capability can be improved by as much as 40% when the right combination of dynamic server switching and workload forecasting are used. As important is that we can generate consistently improved results, even when we apply this scheme to real-world, highly-variable workload traces from several sources.

1 INTRODUCTION

e-Business applications for on-line banking or on-line retail are typically hosted on Internet hosting platforms. These applications usually employ a multi-tiered architecture, which provides a clear separation of roles and allows each tier to be modified or replaced independently when needed. Commonly, a multi-tier architecture consists of three tiers: a client-facing web tier, where the request is received from the client and from where the response is returned; an application tier used for the application logic; and a back-end data-persistence tier that is usually comprised of a relational database management system (RDBMS).

As the use of enterprise applications becomes more widespread, so issues concerning infrastructure performance and dependability become more significant. Clusters of servers, consisting of multiple homogeneous or heterogeneous computers, have proven to be a promising and cost-effective approach to meeting these rapidly expanding needs (Yang and Luo, 2000). Thus, the enterprise applications described in this work are distributed on high-availability, high-performance clusters of servers.

In this paper, a typical enterprise system is modelled using a multi-class closed queuing network to compute the various performance metrics (such a representation is common, as there is a limit to the number of simultaneous customers logged into the system (Menascé and Almeida, 2000)). Using this analytical model it is possible to compute performance metrics, identify potential bottlenecks and, importantly, investigate a wide variety of hypothetical scenarios, without running the actual system. One should thus envisage such a model running alongside a real system, where the model can react to parameter changes as the application is running (e.g. from monitoring tools or system logs) and making dynamic configuration decisions to optimise pre-defined performance metrics (Xue et al., 2008); in this paper this re-configuration is captured in the switching of servers from one resource pool (servicing one application) to another pool) serving a different application.

Most e-Business applications are subject to enormous variations in workload demand (Chester et al., 2008). System overloading can cause exceptionally long response times for requests or even errors, caused by the timing out of client requests and...
connections being dropped by the overloaded application. At the same time, the throughput of the system would decrease significantly (Cuomo, 2000). A classic example of this was when the normally well-provisioned Amazon.com site suffered a forty-minute downtime due to an overload during the popular holiday season in November 2000 (Urgaonkar et al., 2005). Another example is the failure of the CNN.com website after the terrorist attacks on the United States on September 11, 2001 (Faraz and Vijaykumar, 2010).

As a result of these (and other) case studies, and subsequent research, admission control is applied in order to deal with system overloading. This scheme is based on assigning priorities to requests and ensuring that less important requests are rejected when the system is overloaded (Xue et al., 2008).

It has been shown that assigning a fixed number of servers to a resource pool is clearly sub-optimal: in many cases resources lay unused and during peak demand there are insufficient resources to service all requests (Chester et al., 2008). Dynamic resource allocation systems on the other hand have been shown to improve revenue in such environments by reallocating servers (between resource pools) into a more beneficial configuration.

Workload forecasting approaches can be divided into two different categories: quantitative and qualitative (Menascé and Almeida, 2001). The qualitative approach is a subjective process based on different information such as expert opinion, historical analogy, and commercial knowledge. The estimation of future values based on the existence of historical data, i.e. that seen in the quantitative approach, is the approach to forecasting used in this work.

1.1 Paper Contribution and Structure

The contributions of this paper are as follows:

- Through modelling and supporting simulation, we investigate the combination of two well-known reactive server switching policies - the proportional switching policy (PSP) and the bottleneck aware switching policy (BSP) - coupled with the proactive properties of several workload forecasting models.

- Seven forecasting models are used, including Last Observation, Simple Algorithm, Sample Moving Average, Exponential Moving Algorithm, Low Pass Filter and Autoregressive Moving Average. As each of the forecasting schemes has its own bias, we also develop three meta-forecasting algorithms (the Active Window Model, the Voting Model and the Selective Model) to ensure consistent and improved results.

- We show that request servicing capability can be improved by as much as 40% when the right combination of dynamic server switching and workload forecasting are used. We base our results on real-world workload traces from several sources, including from the San Diego Supercomputer Centre, from the ClarkNet Internet access provider for the Metro Baltimore-Washington DC area and, from the NASA Kennedy Space Center web-server in Florida.

The remainder of this paper is organised as follows: Section 2 presents related literature and contrasts this with our own work; the modelling of multi-tiered Internet services and their performance, including associated revenue functions, are described in section 3; in section 4 we present bottleneck and admission control systems to enhance the overall system’s revenue; the dynamic resource allocation policies applied to our system are found in section 5; in section 6 the workload used in our experimentation, and the associated predictive algorithms, are introduced; the experimental setup and results can be found in sections 7 and 8 respectively; the paper concludes in section 9.

2 RELATED WORK

An example of using queueing networks for multi-tier Internet service modelling can be found in (Zalewski and Ratkowski, 2006). This work discusses how it is possible to predict the performance of a multi-tier system with a satisfactory accuracy, which itself is important in the design of most e-business applications. The queuing network in (Zalewski and Ratkowski, 2006) is solved using the Mean Value Analysis (MVA) algorithm developed by (Reiser and Lavenberg, 1980). There are however alternative algorithms used for analysing queueing networks, including the Approximate Mean Value Analysis (AMVA) algorithm, where the accuracy and time to solve the model can be traded (e.g. (Hsieh and Lam, 1988)).

(Liu et al., 2001) focusses on maximising profit of best-effort requests when combined with requests requiring a specific quality of service (QoS) in a web farm; in his work it is assumed that arrival rates of requests are static; our work considers dynamic arrival rates based on real-world data.

The work in (Cherkasova and Phaal, 2002) introduced an approach called Session-based Admission Control (SBAC) in order to prevent a web server from becoming overloaded and to ensure that longer
sessions can be completed in commercial web sites. We also apply a simple admission control policy in this research. The policy used here is quite different from that found in (Federgruen and Groenevelt, 1986), where an algorithmic approach is used to optimise a resource allocation problem where resources are given in discrete units; it differs too from the graph-theoretic approach for solving a resource allocation optimisation problem, (see (Tantawi et al., 1988)).

A number of researchers have studied bottleneck identification (e.g. (Litoiu, 2007)) for multi-class closed product-form queueing networks where there is no limit to growth. We employ the work in (Casale and Serazzi, 2004) and (Xue et al., 2008) in collaboration with HP Labs, IBM and the National Business to Business Centre, where convex polytopes are used for bottleneck identification.

The proportional- and bottleneck-aware-switching policies are subject to analysis in our previous work (Xue et al., 2008). The research presented here is different from that found in (Xue et al., 2008) as (i) it employs seven model-based workload prediction algorithms and extends the infrastructure to process and respond to this data, (ii) three meta-forecasting algorithms are introduced, based on the observation that one predictor alone is potentially sub-optimal, (iii) the test data (the real-world Internet traces) are considerably larger that those previously explored and are taken from multiple sources.

The workload itself can be characterised at four different layers: the business layer, the session layer, the function layer, and the HTTP-request layer (Menascé, 2003). Here the real-world Internet workload is characterised at the second of these levels, where the set of requests issued from different users are clustered periodically (see (Arlitt and Williamson, 1996)). Two well-known methods (server-side and client-side) are used for data collection in web analytics (Mahanti et al., 2009). In this work we collect data directly from the web server log files, where all transactions and requests to the web site are stored and undergo systematic analysis.

The work in (Gilly et al., 2004) applies several predictive techniques to adaptive, web-cluster switching algorithms. There are two main differences between their work and ours. First, the system model is itself quite different; we model the system as two multi-tiered applications running on two pools, where servers are moved from another (quieter) pool to deal with overloading. (Gilly et al., 2004) on the other hand use a model that consists of a set of servers with a switch that allocates the incoming request to one of the servers in the web cluster within a 2-tiered architecture. Secondly, the system monitoring processes are also different; in our research we use fixed-time intervals (see the Active Window Model later in the paper); (Gilly et al., 2004) monitor their system using non-fixed intervals (Adaptive Time Slot Scheduling) based on the system’s request arrival rate.

Various regression methods, nonlinear methods, moving average, and exponential smoothing algorithms have been used for workload prediction in Web services environments, (see (Menascé and Almeida, 2001)). (Keung et al., 2003) used several of the predictors found here (the Last Observation, Sample Average, Low Pass Filter, and the ARIMA model) to predict the behaviour of data-exchange in the Globus Grid middleware MDS. Running Average, Single Last Observation, and Low Pass Filter were applied in (Dushay et al., 1999) for optimising the choice of indexers made by query mediators (QMs) (reducing the QM wait time and thus the user wait time for search results from a distributed digital library).

This said, none of these predictive methods have previously been employed alongside reactive server switching policies; thus this work demonstrates a number of new results in this area.

3 MODELLING OF MULTI-TIERED INTERNET SERVICES

A description of the system model which has been used in this work, together with the associated revenue function, are presented. The notation used in this paper is summarised in table 1.

3.1 The System Model

We use a multi-class closed queueing network to represent our system of interest, where C, WS, AS, and DS represent the Client, Web Server, Application Server, and Database Server respectively. The application is modelled using both -/M/1 first-come-first-served and -/M/m- first-come-first-served in each station, and it is assumed that servers are clustered at each tier.

Mean value analysis (MVA) (Reiser and Lavenberg, 1980), based on Little’s law (Little, 1961) and the Arrival Theorem (Rolia et al., 2004), is applied to solve the closed queueing network model. The simplicity of MVA (in contrast with convolution algorithms (Cavendish et al., 2010)) and the accuracy of the results (Xue et al., 2008) are the main reason for using MVA in this work.
applications for its clients, each of which will have separate service level agreements (SLAs). The SLA defines the level of service agreed between the client and the hosting centre and may include performance and availability targets, with penalties to be paid if such targets are not met. It is in the interests of the service hosting centre to ensure that its SLAs are met so that it can maximise its revenue, whilst ensuring that its resources are well utilised.

The maximum revenue \( P(T_r) \) is obtained when the client’s request is met within its deadline \( D_r \). While revenue obtained from requests which are not served within the deadline decreases linearly to zero, at which point the request exits the system \( E_r \), using the equation: \( P(T_r) = (E_r - T_r) / (E_r - D_r) \), where \( T_r \) represents the request’s response time.

With respect to the probability of the request execution, the lost \( V^{loss} \) and gained \( V^{gain} \) revenue are calculated using the equations 1 and 2 respectively, with the assumption that the servers are switched from pool \( i \) to pool \( j \).

\[
V^{loss}_i = \sum_{r=1}^{K} X_r^i(k) \phi^j_r P(T_r) \tau_d - \sum_{r=1}^{K} X_r^j(k) \phi^i_r P(T_r) \tau_d \tag{1}
\]

\[
V^{gain}_j = \sum_{r=1}^{K} X_r^j(k) \phi^i_r P(T_r) (\tau_d - \tau_s) - \sum_{r=1}^{K} X_r^i(k) \phi^j_r P(T_r) (\tau_d - \tau_s) \tag{2}
\]

After calculating the lost and gained revenue using equations 1 and 2, servers may be switched between the pools. In this paper servers are only switched between the same tiers, and only when the revenue gain is greater than the revenue lost.

### 4 BOTTLENECK AND ADMISSION CONTROL

It is known that the resources that limit the overall performance of the system are the congested ones, referred to as the bottlenecks (Casale and Serazzi, 2004). In (Xue et al., 2008) we show that the bottleneck may occur at any tier and may shift between tiers; we also demonstrate that the system may enter a state where more than one tier becomes a bottleneck. The work uses the convex polytopes approach where the set of potential bottlenecks in a network with one
thousand servers, two different server pools and fifty customer classes, can be computed in just a few seconds.

Figure 2 shows example bottleneck identification results using convex polytopes for a chosen server-pool configuration. We see that when the percentage of gold class jobs is less than 46.2%, the web server tier is the bottleneck; when it is between 46.2% and 61.5%, the system enters a crossover region, where the bottleneck changes; when the percentage of gold class jobs in pool 1 exceeds 61.5%, the application server tier becomes the bottleneck. Thus it is clear that bottleneck identification should be one of the first steps in any performance study; any system upgrade which does not remove the bottleneck(s) will have no impact on the system performance at high loads, see (Marzolla and Mirandola, 2007).

Admission control offers a possible solution to the overloading problem which can cause a significant increase in the response time of requests. A simple admission control policy has been developed (see (Xue et al., 2008)) and has been applied in this research. This policy works by dropping less valuable requests when the response time exceeds a threshold, and therefore maintaining the number of concurrent jobs in the system at an appropriate level.

5 SERVER SWITCHING POLICIES

In a statically allocated system comprising many static server pools, a high workload may exceed the capacity of one of the pools causing a loss in revenue, while lightly loaded pools may be considered as wasted resources if their utilisation is low. In other words, when the workload level is high, allocating a fixed number of servers is insufficient for one application, whereas it is a wasted resource for the remaining applications while the workload is light. Dynamic resource allocation has been shown to provide a significant increase in total revenue through the switching of available resources in accordance with the changes in each of the application’s workloads. The policies which we utilise here are the Proportional Switching Policy (PSP) and the Bottleneck-aware Switching Policy (BSP).

5.1 Proportional Switching Policy

The proportional switching policy was first presented in (Xue et al., 2008) and then subsequently analysed in (Al-Ghamdi et al., 2010). This policy works by al-
Figure 3: A sample of the total requests for both application pools.

may result in server reallocation to the detriment of the service.

As in previous capacity planning work (Menascé and Almeida, 2001), we generate a workload model from the characterisation of real data. The predictive forecasting that has been used in this work is based on past values, using several different predictors: Last Observation (LO), Simple Algorithm (SA), Sample Moving Average (SMA), Exponential Moving Average (EMA), Low Pass Filter (LPF), and an Autoregressive Integrated Moving Average Model (ARIMA). These forecasting algorithms are also combined together in several different ways in order to generate meta-forecasting models – Active Window Model (AWM), Voting Model (VM), and Selective Model (SM) – which are then combined with the the switching policies – the proportional switching policy (PSP) and the bottleneck aware switching policy (BSP). The forecasting and server switching therefore work in tandem.

6.1 The Workload

The workload is defined as the set of all inputs the system receives from its environment during any given period of time (Menascé and Almeida, 2001). In this study the workloads (e.g. see figure 3) are based on Internet traces containing two days, two weeks, and two months worth of HTTP requests. The first workload is generated from two real-world Internet traces containing 76,086 requests in total and each of which contains a days worth of HTTP requests to the EPA WWW server located at Research Triangle Park, NC and the SDSC WWW server located at the San Diego Supercomputer Center in California respectively (LBNL, 2008). The second workload has been collected from ClarkNet WWW server which is a full Internet access provider for the Metro Baltimore-Washington DC area (Arlitt and Williamson, 1996). This workload contains 3,328,587 requests issued to the server during the period of two weeks. The third workload used in this research is obtained from the NASA Kennedy Space Center web-server in Florida (Arlitt and Williamson, 1996). This trace contain 3,461,612 requests spanning two months.

In typical fashion (see also (Menascé and Almeida, 2001)) we characterise this workload to form a workload model, which can then be used as the input to our system model.

6.2 Predictive Models

The predictive algorithms – Last Observation (LO), Simple Algorithm (SA), Sample Moving Average (SMA), Exponential Moving Algorithm (EMA), Low Pass Filter (LPF), Autoregressive Integrated Moving Average Model (ARIMA) – are documented elsewhere (Al-Ghamdi et al., 2010). The meta-forecasting models, Active Window Model (AWM), Voting Model (VM), and Selective Model (SM) are described below:

6.2.1 Active Window Model (AWM)

Figure 4 demonstrates the change in revenue that results from applying each of the seven forecasting predictors to the NASA workload under the PSP switching policy. It is clear that while there are similar trends over time, some predictors produce better results than others. It is also the case that the results are not consistent, that is, one predictor does not consistently perform better than all the others.

In the AWM model, the data points for all predictors are collected during a fixed period (the Active
Window). The gained revenue from each predictor is compared with the original revenue with no forecasting. The best predictor, i.e. that which results in the highest revenue for the last period (along with the switching policy), is then used for the next period. In this model the active windows have varying duration: 5m, 10m, 15m, 20m, 25m, 30m, 1h, 2h, 12h, and 24h; where $m$ and $h$ represent minutes and hours respectively.

6.2.2 Voting Model (VM)

The voting model (VM) is based on the following scenario (for both switching policies): First, each of the different predictors are applied to the system, these predictions are acted upon and the system is reconfigured accordingly (resulting in one system configuration for each of the predictors/server-switching policies); the system (re-)configuration chosen most often (i.e. with the most votes) is then applied to the system proper. This system clearly requires more calculation within the model, as we are deciding on the final state of the system as opposed to simply an up-front prediction of workload.

6.2.3 Selective Model (SM)

The selective model works by choosing those predictors that have performed best during the past time period, and employing these for the next time period. SM(B2) calculates the mean of the best two predictors (as compared to the original system without predictors). Several other selective models are also applied, including the selective model with the best three or four predictors (SM(B3)) and (SM(B4)), and the selective model with an average of all the predictors computed and then applied (SM(AVG)).

In each case, the choice of workload prediction technique is dynamic; that is, no one prediction technique is applied throughout the system lifetime. This aim of such an approach is to avoid bias and to ensure that the variability in the workload (which we inevitably see between the variety of input sources) is somehow accounted for. Figure 4 highlights the need for such a scheme; the Low Pass Filter predictor, for example, can produce the second-best revenue in one time period, to be followed by the second-worst revenue in the subsequent time period. Workload clearly impacts on the effectiveness of the prediction and dynamic server reallocation combined.

7 EXPERIMENTAL SETUP

We have developed a supporting simulator to allow us to verify the behaviour of our theoretical models. We prime the simulator with measured values from an in-house test platform, or use values from supporting literature where these are not attainable. We simulate two multi-tiered applications running on two logical pools (1 and 2) on a cluster of servers. There are two different classes of job (gold and silver), which represent the importance of these jobs. The service time $S_T$ and the visiting ratio $v_T$ are both based on realistic (i.e. sampled) values.

In this work, three different models have been developed to compute the request servicing capability: 1) the Active Window Model (AWM); 2) the Voting Model (VM) and; 3) the Selective Model (SM). In each case, the results show the base-line revenue when no switching policy is applied (NSP) and also the case when the switching policy alone (without forecasting) is applied (NP). These provide good indicators against which the new results can be compared.

8 RESULTS

The results from applying our new predictive models along with the dynamic server switching policies on three real-world Internet traces are shown in the tables 2, 3, and 4 and figures 5, 6, and 7, and are described in the following sections.

8.1 Experiment One

The first experiment is conducted using the first workload which has been generated from two real-world Internet traces to the EPA WWW server located at Research Triangle Park, NC and the SDSC WWW server located at the San Diego Supercomputer Center, California respectively (LBNL, 2008). The results from the different predictive models based on this workload are shown in table 2. This table represents the gained revenue from applying the seven predictive algorithms – LO, SA, SMA, EMA, LPF, AR1, and AR2. In this case one or other of the predictors are applied consistently throughout the experiment. Figure 5 represents the revenue that has been achieved using the three meta-forecasting models – AWM, VM, and SM; this therefore represents a combination of applied predictors, depending on the details of the scheme.

The two server switching policies used in this work (PSP and BSP) provide 5.63% and 103.47% improvement in system revenue compared to the non switching policy (NSP). The results from table 2 show a 12.15% improvement in the system revenue when the AR1 algorithm is applied with PSP, compared to
Table 2: Revenue gains for switching policy and forecasting combinations under the first workload.

<table>
<thead>
<tr>
<th>Policy</th>
<th>NSP</th>
<th>PSP</th>
<th>LO</th>
<th>SA</th>
<th>SMA</th>
<th>EMA</th>
<th>LPF</th>
<th>AR(1)</th>
<th>AR(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>614.1</td>
<td>648.7</td>
<td>650</td>
<td>647.9</td>
<td>645.7</td>
<td>677.8</td>
<td>651.3</td>
<td>727.5</td>
<td>660.6</td>
</tr>
<tr>
<td>Improvement over PSP (%)</td>
<td>-</td>
<td>0</td>
<td>0.2</td>
<td>-0.12</td>
<td>-0.46</td>
<td>4.49</td>
<td>0.4</td>
<td>12.15</td>
<td>1.83</td>
</tr>
</tbody>
</table>

BSP + Predictive Algorithm

<table>
<thead>
<tr>
<th>Policy</th>
<th>NSP</th>
<th>BSP</th>
<th>LO</th>
<th>SA</th>
<th>SMA</th>
<th>EMA</th>
<th>LPF</th>
<th>AR(1)</th>
<th>AR(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>614.1</td>
<td>1249.5</td>
<td>1341.3</td>
<td>1333.7</td>
<td>1333.9</td>
<td>1360.6</td>
<td>1332.8</td>
<td>1346.5</td>
<td>1333.4</td>
</tr>
<tr>
<td>Improvement over BSP (%)</td>
<td>-</td>
<td>0</td>
<td>7.35</td>
<td>6.74</td>
<td>6.75</td>
<td>8.89</td>
<td>6.67</td>
<td>7.76</td>
<td>6.71</td>
</tr>
</tbody>
</table>

Table 3: Revenue gains for switching policy and forecasting combinations under the second workload.

<table>
<thead>
<tr>
<th>Policy</th>
<th>NSP</th>
<th>PSP</th>
<th>LO</th>
<th>SA</th>
<th>SMA</th>
<th>EMA</th>
<th>LPF</th>
<th>AR(1)</th>
<th>AR(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>632.6</td>
<td>810.6</td>
<td>786.1</td>
<td>758.6</td>
<td>803.9</td>
<td>811</td>
<td>816.1</td>
<td>825</td>
<td>820.9</td>
</tr>
<tr>
<td>Improvement over PSP (%)</td>
<td>0.0</td>
<td>0</td>
<td>-3.02</td>
<td>-6.41</td>
<td>-0.83</td>
<td>0.05</td>
<td>0.68</td>
<td>1.78</td>
<td>1.27</td>
</tr>
</tbody>
</table>

BSP + Predictive Algorithm

<table>
<thead>
<tr>
<th>Policy</th>
<th>NSP</th>
<th>BSP</th>
<th>LO</th>
<th>SA</th>
<th>SMA</th>
<th>EMA</th>
<th>LPF</th>
<th>AR(1)</th>
<th>AR(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>632.6</td>
<td>2200.1</td>
<td>2273.3</td>
<td>2306.2</td>
<td>2360.3</td>
<td>2309.2</td>
<td>2182.8</td>
<td>2155.5</td>
<td>2279.3</td>
</tr>
<tr>
<td>Improvement over BSP (%)</td>
<td>0.0</td>
<td>0</td>
<td>3.33</td>
<td>4.82</td>
<td>7.28</td>
<td>4.96</td>
<td>-0.79</td>
<td>-2.03</td>
<td>3.6</td>
</tr>
</tbody>
</table>

Figure 5: Revenue using Active Window Model (AWM), Voting Model (VM), and Selective Model (SM) under the first workload.

that from the original PSP without prediction. The remainder of the predictive algorithms also yielded better results than the original revenue computed from the PSP scheme without forecasting, with just two exceptions – when the predictors SA and SMA are used the revenue drops by -0.12% and -0.46% respectively.

Table 2 also show that applying the predictive algorithms with BSP provides at least 6.67% improvement in system revenue with LPF and up to 8.89% when EMA is applied alongside BSP.

The achieved revenue from using the three different meta-forecasting models are shown in figure 5. The Active Window Model (AWM) performs the best on the given workload and the revenue can be up to 14.06% higher when it is applied with PSP and up to 36.70% higher with BSP when it is applied every one and twelve hours respectively. While these results look encouraging, we sound a note of caution by highlighting the fact that the improvement drops by -0.43%, -8.27%, and -22.22% when the AWM is applied with BSP for every 10m, 20m, and 2h respectively. This method is clearly sensitive to workload and its employment and configuration therefore would need to be subject to realistic trials if it is to be most effective.

The voting model (VM) is not effective with PSP (resulting in a 3.45% drop in revenue), yet it does signify improvements with BSP (resulting in a 9.71% improvement in revenue) when its performance is compared to the switching policy with no forecasting. The Selective Model is able to bring about improvements to both switching policies, revenue is up 2.07%
using a combination of SM(B4) and PSP, and is up 7.33% using a combination of SM(B2) and BSP.

8.2 Experiment Two

We repeat the experiments with the second workload – this contains 3,328,587 requests issued to the ClarkNet WWW server over the period of two weeks. The resulting values are shown in table 3 and figure 6. Table 3 shows that the system revenue is improved by 28.14% and 247.79% using PSP and BSP respectively compared to NSP. The figure also shows a further 1.78% and 7.28% improvement when the AR1 and SMA predictors are applied with PSP and BSP respectively.

AWM provide further improvement (by 12.24% and 8.32%) when it is applied every twelve hours with PSP and BSP on the given workload. VM decreases the performance of the system by -0.58% when it is used with PSP and up to -25.29% with BSP.

The highest improvements that can be achieved using SM with the PSP and BSP are 5.82% and 5.50% (when applied as SM(B2) and SM(B4)). There is again a lack of consistency however as revenue drops by -1.12% (using SM(B4)) and -26.32% (using SM(3)) with PSP and BSP respectively.

8.3 Experiment Three

Finally we undertake the same experiments using the third workload, which contains 3,461,612 requests to the the NASA Kennedy Space Center web-server in Florida. Results are shown in table 4 and figure 7. It is shown that the revenue of the system can be improved as much as 69.19% and 44.14% when BSP and PSP are applied to the system compared with the NSP; a further 45.91% and 0.76% improvement can be achieved when the SA and AR(1) are applied to the system along with BSP and PSP respectively (see table 4).

The AWM performs the best compared with the other two models where the system revenue can be improved by 4.68% and 40.69% with the PSP and BSP policies, when AWM is applied every ten and twenty minutes respectively (the improvement is between 0.96%-1.63% and 29.33%-39.71% using the remaining categories of AWM with PSP and BSP respectively).

When VM and SM are applied with PSP, it does not provide a good improvement in system revenue (-3.19%) with VM and from 0.08% to -2.98% with SM. VM however gives a good improvement in system revenue with BSP where the improvement reaches 15.08%. SM also provide a reasonable improvement (from 8.21% with SM(B2) and up to 36.56% with SM(B3)) in system revenue when applied alongside BSP.

8.4 Analysis

Tables 5, 6 and 7 provide a useful summary of these findings. Essentially we contrast an enterprise system with fixed resources (NSP) with several alternatives: a system that employs a dynamic server switching policy (PSP or BSP); a system that uses PSP or BSP, and a single forecasting scheme; and finally a system that employs PSP or BSP, and a meta-forecasting scheme. There are some interesting observations from this data

* Dynamic server switching (using PSP or BSP) improves revenue in all cases. The Bottleneck Aware Switching policy is particularly effective;
* Using a single forecasting scheme in tandem with
Table 4: Revenue gains for switching policy and forecasting combinations under the third workload.

<table>
<thead>
<tr>
<th>Policy</th>
<th>NSP</th>
<th>PSP</th>
<th>LO</th>
<th>SA</th>
<th>SMA</th>
<th>EMA</th>
<th>LPF</th>
<th>AR(1)</th>
<th>AR(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>513.8</td>
<td>740.6</td>
<td>718.0</td>
<td>703.1</td>
<td>742.2</td>
<td>745.0</td>
<td>730.7</td>
<td>746.2</td>
<td>740.5</td>
</tr>
<tr>
<td>Improvement over PSP (%)</td>
<td>-</td>
<td>0</td>
<td>-3.05</td>
<td>-5.06</td>
<td>0.22</td>
<td>0.59</td>
<td>-1.34</td>
<td>0.76</td>
<td>-0.01</td>
</tr>
</tbody>
</table>

BSP + Predictive Algorithm

<table>
<thead>
<tr>
<th>Policy</th>
<th>NSP</th>
<th>BSP</th>
<th>LO</th>
<th>SA</th>
<th>SMA</th>
<th>EMA</th>
<th>LPF</th>
<th>AR(1)</th>
<th>AR(2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>513.8</td>
<td>869.3</td>
<td>940.0</td>
<td>1268.4</td>
<td>1164.6</td>
<td>978.3</td>
<td>1260.7</td>
<td>1083.5</td>
<td>1206.3</td>
</tr>
<tr>
<td>Improvement over BSP (%)</td>
<td>-</td>
<td>0</td>
<td>8.13</td>
<td>45.91</td>
<td>33.97</td>
<td>12.54</td>
<td>45.02</td>
<td>24.64</td>
<td>38.77</td>
</tr>
</tbody>
</table>

Table 5: Analysis of the first workload.

<table>
<thead>
<tr>
<th>Policy</th>
<th>NSP</th>
<th>PSP</th>
<th>Best Single Policy</th>
<th>Worst Single Policy</th>
<th>Best meta-policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>614.1</td>
<td>648.7</td>
<td>(AR1) 727.5</td>
<td>(SMA) 645.7</td>
<td>(AWM(1h)) 739.9</td>
</tr>
<tr>
<td>Improvement over PSP (%)</td>
<td>-</td>
<td>0</td>
<td>12.15</td>
<td>-0.46</td>
<td>14.06</td>
</tr>
</tbody>
</table>

BSP or PSP is difficult. First, no one scheme wins out across all workload (the best single policy includes AR(1), EMA, SMA, SA over our three workloads). Second, if the wrong scheme is chosen, this may indeed reduce the overall revenue generated (it does so in more than half the cases we test);

- The meta-forecasting schemes always improve revenue when used in tandem with PSP or BSP. In the worst case the improved revenue will be negligible (1.63%, workload three, PSP, AWM(20m)); in the best case the revenue may be increased by around 40% (40.69% workload three, BSP, AWM(20m));
- The Active Window Model (AWM) proves to be the best scheme in all cases; on average this scheme gives an improvement in revenue of 15.1% over all three real-world workloads. The size of the active window is important and must therefore be subject to some pre-calculation based on sample traces.

Table 6: Analysis of the second workload.

<table>
<thead>
<tr>
<th>Policy</th>
<th>NSP</th>
<th>PSP</th>
<th>Best Single Policy</th>
<th>Worst Single Policy</th>
<th>Best meta-policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>632.6</td>
<td>810.6</td>
<td>(AR1) 825</td>
<td>(SA) 758.6</td>
<td>(AWM(12h)) 909.8</td>
</tr>
<tr>
<td>Improvement over PSP (%)</td>
<td>-</td>
<td>0</td>
<td>1.78</td>
<td>-6.41</td>
<td>12.24</td>
</tr>
</tbody>
</table>

Table 7: Analysis of the third workload.

<table>
<thead>
<tr>
<th>Policy</th>
<th>NSP</th>
<th>PSP</th>
<th>Best Single Policy</th>
<th>Worst Single Policy</th>
<th>Best meta-policy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Revenue</td>
<td>513.8</td>
<td>740.6</td>
<td>(AR1) 746.2</td>
<td>(SA) 703.1</td>
<td>(AWM(20m)) 752.7</td>
</tr>
<tr>
<td>Improvement over PSP (%)</td>
<td>-</td>
<td>0</td>
<td>0.76</td>
<td>-5.06</td>
<td>1.63</td>
</tr>
</tbody>
</table>

- The Active Window Model (AWM) proves to be the best scheme in all cases; on average this scheme gives an improvement in revenue of 15.1% over all three real-world workloads. The size of the active window is important and must therefore be subject to some pre-calculation based on sample traces.
9 CONCLUSIONS AND FUTURE WORK

Through modelling and supporting simulation, we combine the reactive behaviour of two well known switching policies – the Proportional Switching Policy (PSP) and the Bottleneck Aware Switching policy (BSP) – with the proactive properties of several work-load forecasting models. Seven forecasting models are used, including Last Observation, Simple Algorithm, Sample Moving Average, Low Pass Filter and Autoregressive Moving Average. As each of the forecasting schemes has its own bias, we also develop three meta-forecasting models (the Active Window Model, the Voting Model and the Selective Model) to ensure consistent and improved results.

We base our results on real-world workload traces from several sources, including from the San Diego Supercomputer Centre, from the ClarkNet Internet access provider for the Metro Baltimore-Washington DC area and, from the NASA Kennedy Space Center web-server in Florida. For each of the three real-world workloads, we contrast an enterprise system with fixed resources (no switching policy) with several alternatives: a system that employs a dynamic server switching policy (PSP or BSP); a system that uses PSP or BSP, and a single forecasting scheme; and finally a system that employs PSP or BSP, and a meta-forecasting scheme.

The results are significant in a number of respects: (i) Dynamic server switching (using PSP or BSP) improves revenues in all cases, the Bottleneck Aware Switching policy is particularly effective; (ii) Using a single forecasting scheme in tandem with PSP or BSP is difficult as no one scheme wins out across all workloads and, if the wrong scheme is chosen, this may lead to a reduction in the overall revenue generated by the system; (iii) The meta-forecasting schemes always improve revenue when used in tandem with PSP or BSP, in the worst case the improved revenue may be increased by around 40%; (iv) The Active Window Model (AWM) proves to be the best scheme in all cases, on average this scheme gives an improvement in revenue of 15.1% over all three real-world workloads, the size of the active window is important and must therefore be subject to some pre-calculation based on sample traces.

We are currently investigating the effectiveness of these schemes in extreme (highly bursty) environments.
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