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Abstract: Falls are one of the major obstacles for independent living of elderly people that can be severally reduced 
introducing home monitoring systems that will raise the alarm in the case of emergency. In this paper we 
present an inexpensive and fast system for fall detection and dangerous actions monitoring in home 
environments. Our system is equipped only with a single camera placed on the ceiling and it performs room 
monitoring based on the motion information. After background subtraction, motion information is extracted 
using the method of Motion History Images and analysed to detect important actions. We propose to model 
actions as the shape deformations of motion history image in time. Every action is defined with the specific 
shape parameters taken at several moments in time. Model shapes are extracted in offline analysis and used 
for comparison in room monitoring. For testing, we designed a special room in which we monitored in 
various environmental conditions a total of four different actions that are dangerous for elderly people: 
“walking”, “falling”, “bending” and “collapsing”. Obtained results show that our system can detect 
dangerous actions in real time with high recognition rates and achieves better performance comparing to the 
state of the art methods that use similar techniques. Results encourage us to implement and test this system 
in real hospital environments. 

1 INTRODUCTION 

The amount of elderly people will strongly increase 
during the next decennia. The strong increase of 
elderly people has some social effects especially on 
healthcare and elderly care. There is a large trend in 
the displacement of elderly care from healthcare 
institutes to healthcare at home.  Prevent care on 
elderly is done in order to keep elderly home and 
independent as long as possible. Falls in elderly 
population are large hazard for their health and 
produce high costs for social system as well. Almost 
half of the fall incidents occurre in elderly houses 
and can be prevented by an adequate monitoring 
system. There are lots of different factors that 
increase the chance of fall incidents (Kannus et al, 
2005). Because of the decreasing muscle force and 
movement speed due to the aging, it is harder to 
keep the body balanced. Besides that, the reaction 
time decreases which result in reduced ability of 
elderly person to judge dangerous situations in time.  

Current systems for fall detection and prevention 
that are implemented in healthcare are not able to 
detect multiple dangerous situations and falls 
without the help of extra electronic devices mounted 

on the person. And more problems arise when there 
are multiple persons inside one room (Close et al,   
1999). 

The goal of our research is to design an 
intelligent camera system able to detect multiple 
actions and falls during day and nighttimes using 
only one camera. The system must work real time 
with the intended goal to implement this technique 
into an embedded system. The monitoring system 
should be designed in such a way that it warns an 
elderly person on the dangerous pose or action that 
he or she is performing and to alert the medical 
services in the case that actual fall occurs. In this 
paper, we propose such a system for action 
recognition that uses a webcam mounted on a ceiling 
pointing directly down, in order to create a top view 
image. In this way cluttered scenes are brought back 
to a minimum and there is a clear distinction 
between different poses. For testing, we designed a 
test room that will simulate house environment for 
acquiring our data. The data used for this research is 
captured during daytime with different illumination 
conditions. In total we observed 4 actions 
“Walking”, “Bending”, “Falling” and “Collapsing” 
(very slow falling) that were performed by multiple 
people differing in size and wearing different 
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clothing in order to create a realistic dataset. In 
further text we will describe the methods that we 
used to design our system. 

In section two we discuss the related work which 
already has been done in this field of work. Section 
three describes the methods form motion detection 
that we used to describe actions. Chapter four 
explains how the actual system is working and how 
the actions are detected while Chapter five shows 
the results and gives the conclusion.  

2 RELATED WORK 

Several different techniques and systems were 
proposed recently that detect dangerous poses or 
falls of humans inside a room. Most of those 
systems make use of accelerometers which detect 
abnormal accelerations and trigger an alarm. One of 
the approaches is based on the wearable systems 
which are able to detect falls. (Zhang et al, 2006) 
uses a non-negative matrix factorization method for 
feature extraction. The major advantage of this 
method is the accuracy of detecting a fall, but the 
major disadvantage is the fact that people have to 
wear these devices which results in discomfort.  This 
might cause that after some time the devices will be 
left a side by the user and a fall will not be detected.  

Recently, some researchers proposed to detect 
falls using camera systems. They use single camera 
to analyze moving object by background subtraction. 
To detect a fall, the measurements of the length 
width ratio of the bounding box are calculated. Their 
results show that this approach works well and that it 
is able to detect different poses when the camera is 
placed sideways (Tao et al, 2005) and (Anderson et 
al, 2006). However, such approaches experience a 
lot of problems due to occlusions from objects inside 
of the room.  

Other researchers propose to use 3D cameras in 
order to get specific coordinates of the human inside 
of the room with respect to the floor (Diraco et al, 
2010). This approach proved to have nice results but 
because of the use of 3D cameras, it is very 
expensive for the healthcare home environment 
where you will need multiple cameras to cover all 
the rooms. (Nait-Charif and McKenna, 2004) 
proposed a system which uses only a single 
omnidirectional camera with a wide angle lens 
placed on the ceiling. This approach reduces the 
cluttering scenes and can be used to detect multiple 
objects in the room to define safe regions. Falls were 
detected using the ratio between the bounding 
ellipses.  However the main drawback is that they 
are using ratio information which is not sufficient 

for multiple pose detection and multiple action 
detection that we would like to perform. 

 
Figure 1: Proposed system for action detection. 

3 MOTION DETECTION 

We can define actions as the change of the motion in 
time. In our method we propose to describe all the 
events (or motion changes) belonging to a certain 
action using only a single image, which can be 
further modelled using a specific shape descriptor. 
In that way every action is uniquely described with 
its representative shape models. Such a method 
requires several steps, and they are explained in 
more detail in the next chapters.  

3.1 Background Extraction 

In order to analyze the action in a certain frame first 
step is to detect the motion change by removing the 
background information. There are many different 
methods to segment the background but the easiest 
way is to use Frame Differencing. The major 
advantage of this method is its simplicity and fast 
computation so it can be applied in real time 
applications. Another advantage is that it does not 
require any prior processing and it is independent of 
the environmental conditions, such as the specific 
room type or illumination conditions. However, 
motion segmentation using this method is very 
coarse and dependant on the shadows in the scene. 
To eliminate these effects and acquire more accurate 
results we applied Doubled Frame Differencing. 
After capturing three successive frames in a video, 
two separate difference images (‘t-1’ and ‘t’) and (‘t 
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‘ and ‘t+1’) are generated. These difference images 
are now binarized and summed up using the “and” 
operation. The resulting image is now the binary 
Double Difference Image (DDI). In order to further 
improve segmentation results, morphological 
filtering is performed on the DDI image. The 
resulting image is called “Silhouette of moving 
object” in further text. 

3.2 Motion History Images 

Now we need to capture the sequence of motion 
change (DDI images) belonging to the one action in 
a single image. For that we apply the method of 
Motion History Images (MHI) (Bobick and Davis, 
2001). Basic idea is to model the motion by 
accumulating intensity changes of pixels. Now we 
can define the intensity as a function of the temporal 
history of motion at that point. The MHI at time t is 
calculated according to Equation 1, where D(x,y,t) 
represents DDI image at time t and pixel position 
(x,y). The variable τ represents the duration of 
movement, in consecutive frames, and MHIτ (x,y,t) 
temporal history of motion at point (x,y,t) occurring 
during the τ frames. 

{( , , )
max(0, ( , , 1) 1)

MHI x y t
MHI x y t

τ

τ
τ

=
− −

 
( , , ) 1f D x y t

Otherwise

i =…
 (1)

Resulting MHI is now a scalar valued image where 
more recently moved pixels appear brighter as can 
be seen on Figure 3.  Such MHI is useful for our 
application since we only need to know the shape 
and location of the motion change, not the direction.  

3.3 Area Measurements 

During movement the silhouettes generated from the 
DDIs are changing. Therefore also the MHI changes 
during time. We propose to describe the action by 
analyzing this change of the MHI. We focused on 
two different measurements, the area change and the 
shape change. 

In every moment t, we now define and measure 
two parameters: the Area of the Individual 
Silhouette (from DDI image) and the Area of the 
MHI. Since both images are binarized, the area is 
calculated as the sum of all positive pixels in that 
image. Now we can measure the differences in the 
area through time which proves to be very useful for 
“fall” and “walking” detection. Detailed explanation 
of the detection method follows in the section 
Action recognition. Results of the area changes for 

specific actions are presented in Figure 2a and 
Figure 2b.  

3.4 Shape Measurements 

As we already described, we measure the change of 
the shape of the MHI.  At first a contour of a MHI is 
generated, and afterwards described using Fourier 
Descriptors. The major advantage of using Fourier 
Descriptors is because of their invariance on 
translations, rotations and scale. The contour of a 
silhouette is described in the frequency domain in 
such a way that the lower frequencies describe the 
general contour of the silhouette while the higher 
frequencies describe the fine detail of the contour. In 
our application fine details of the contour are not 
useful for global contour discrimination. Therefore 
only a subset of the Fourier Descriptors is sufficient 
to describe the global contour of the silhouette. This 
reduces the dimension of the descriptors and 
increases the speed, which is a big advantage for 
applying it real time.  

For a given contour s(t) which is normalized to N 
points, the discrete Fourier transform is given by 
Equation (2) 

21
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This results in a vector of complex numbers where 
the magnitude of the descriptors is divided by the 
magnitude of the second descriptor in order to apply 
scale normalization. This results in: 
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Scale invariance is now obtained by dividing the 
magnitude values of FDs by the Fd0 component. 
After that the first descriptor Fd0 is discarded since it 
only gives information about the position of the 
contour and it is not describing the contour itself. 
(Zhang and Lu, 2001). 

Shape descriptors are used to model the specific 
actions by describing the change of the MHI of that 
action. Detailed explanation of modelling and 
detection of different actions follows in next section. 
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Figure 2a: Change of the “Area of Silhouette” for different 
actions in different conditions. 
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Figure 2b: Change of the “Area of MHI” for different 
actions in different conditions where: “Red – falling”; 
“Pink – walking“; “Green – collapsing” and “Blue – 
bending”. 

4 ACTION RECOGNITION 

We now combined the methods described in section 
3 in order to make a fast, reliable and efficient action 
detection system. The scheme of this detection 
system can be found in Figure 1. 

4.1 Action Triggering 

As can be seen in Figure 2, we first apply the 
background subtraction using Double Frame 
Differencing to obtain the Silhouette of moving 
object. Using this image, we now calculate the Area 
of the silhouette image and the Area of motion 
history image, as explained in previous section. 
When a person is performing one of the actions we 
want to detect, we can observe a large increase of 
both the Area of silhouette and the Area of motion 
history image. Once the action is finished this area 
will decrease, which results in area peaks of the 
silhouette and motion history image. These peaks 
define when an action has happened and when to 
analyze  it  and  are  referred  to  as  Action Trigger 

Peaks and are shown in Figure 3.  
The Action Trigger Peak is found by subtracting 

the Area at time t and time t-1 checking the resulting 
value. The positive or negative resulting value 
corresponds to an ascending or descending slope, as 
defined in Equations 4 and 5.  

( ) ( 1)( ) ( )Area t Area tSlope t MHI MHI −= −  (4)
( 1) 0 & ( ) 0Slope t Slope t Peak t− > < → =  (5)

 
Figure 3: The Action Trigger Peaks. 

4.2 Fall and Walk Detection 

We generated our data in a home environment where 
all actions are performed under different 
illumination conditions and by multiple people 
wearing different clothes. Analyzing the Action 
Trigger Peaks of the MHI Area of the different 
actions, we observed that the average maximum 
“Falling” and “Walking” values exceed the 
“Bending” and “Collapsing” values by 20% (Figure 
2b) .This is used to define the Area MHI threshold. 
Further analyzing the Action Trigger Peaks of the 
Area of Silhouettes, we observed that the average 
maximum values of “Falling” actions exceed the 
average maximum “Walking” value with 15% 
(Figure 2a). This is used to define the Area 
Silhouette threshold. Combining these two 
thresholds we can distinguish between “Walking” 
and “Falling”. What is important to notice is that 
both of these thresholds are learned from manually 
labelled training data by comparing differences in 
area values.  These thresholds are then applied on 
the testing data, to detect the “Fall” and “Walking”  
actions.  

4.3 Action/Pose Models 

Another  way  to  describe  a  change  in the motion 
history image is by shape descriptors. We now 
model an action using an exact shape of the MHI 
that occurs in the peak of that action. For every 
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specific action the training data is analyzed and at 
the Action Trigger Peak, a contour segmentation is 
performed on the MHI. On this contour we calculate 
the Fourier descriptors and save them as a model for 
the specific action. Examples of such models can be 
found in Figure 4, where is clearly visible that same 
actions performed by different people in a different 
conditions preserve same shape information.  

 
Figure 4a: Models for the action “Bending”. 

 
Figure 4b: Models for the action “Collapsing”. 

4.4 Bend and Collapse Detection 

For all the actions in the training data, we extracted 
the action models in an offline step and formed the 
database. In an online step, when we want to detect 
certain action, we first search for an Action Trigger 
Peak to detect the action culmination. Once it occurs 
and the Area value is below the Area MHI threshold 
(which eliminates “Walking” or “Falling” actions), 
model of that action is extracted using the Fourier 
Descriptors. Now to recognize which action it is, we 
compare the extracted model (FDcontour) with all the 
models from the database. For comparison the 
Euclidian distance is used. As defined in the 
Equation (6). 

2

mod mod
1

N

contour el contour el
i

d FD FD FD FD
=

= − = −∑  (6)

Since Action Trigger Peak lasts several frames, 
for the final classification of an action all the frames 
from the specific Action Trigger Peak are compared 
with the predefined models. At every frame the 
votes for the two best matching models, with the 
smallest distance are saved. We now apply the 
voting  scheme  and  the  model  (action) with  most 
votes is considered as detected.  

5 TESTING AND RESULTS 

For the purpose of this research we designed a 
special testing room, with the web camera mounted 
on the ceiling to generate a top view image. We used 
this setting since it is independent of the motion 
direction angle while providing visibility of the 
entire room. We recorded in total 52 movies 
containing all the dangerous actions that elderly 
person can perform: Walking, Bending, Collapsing 
and Falling. All data is recorded in a standard room 
during daytime under different illumination 
conditions. For the multiple action data another 16 
movies were recorded using the same conditions. To 
make our testing more robust, we used in total 4 
different subjects who all differ in height and wear 
different clothes. We trained our data on 5 randomly 
selected movies with only single actions (or 10% of 
all data) Results are presented for the testing data of 
both single and multiple action movies. 

Table 1: Single Action Results. 

Action Precision Accuracy 

Walking 100,00% 100,00% 

Falling 100,00% 100,00% 

Collapsing 91,67% 95,83% 

Bending 91,67% 95,83% 

Table 1 shows the results of the data containing 
only one single action. The actions “Walking” and 
“Falling” are with all the data correctly classified 
using only the Area information of the MHI and the 
Area of individual Silhouette. The actions 
“Collapsing” and “Bending” have a slightly lower 
precision and accuracy. Confusion matrix shows that 
these two actions are both misclassified with each 
other. The reason for misclassification is the fact that 
when a human collapses to the ground it sometimes 
first bends over which will be classified as bending 
and not as collapsing. Even though the bending 
action shows some clear models constructed form 
the Fourier Descriptors, there is a small chance that 
“Bending” and “Collapsing” are misclassified.  

In normal daily activity multiple actions can 
happen after each other which might make 
classification of an action a more challenging task. 
Table 2 shows the results of these multiple task.  The 
results show that the action “Walking followed by 
Falling” is classified correctly in all the data. This is 
caused by the fact that the calculations of the MHI 
Area and the Silhouette Area are very stable and 
clearly distinguish from other actions. Combining 
the other two action who make use of the models 
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from the Fourier Descriptors, the Precision seems to 
drop to 83,33%. This is mainly caused by the fact 
that the MHI contour during “Bending” still contains 
information of the Walking silhouettes. This extra 
information changes the contour of the MHI 
contour. This change in contour deteriorates the 
results compared with the predefined contours of the 
“Bending” en Collapsing actions. 

Table 2: Multiple Action Results. 

Action Precision Accuracy

Walking -> Fall 100,00% 100,00% 

Walking -> Bending 83,33% 91,67% 

Bending -> Walking 91,67% 95,83% 

Walking - > Bending -> Collapse 83,33% 91,67% 

Table 3: Single Action results for (Tao, 2006) method. 

Action Precision Accuracy 

Walking 80% 88,89% 

Falling 75% 85,71% 

If we compare our results with the state of the art 
we outperform other techniques based on the 
bounding box ratio. Table 3 shows the results using 
the bounding box ratio principle as used in (Tao et 
al, 2005) and (Anderson et al, 2006) on our dataset. 
The actions “Walking” and “Falling” are being 
detected but with a drop in precision and accuracy, 
while the actions “Bending” and “Collapsing” 
couldn’t be detected on our dataset at all. Using only 
the bounding box ratio proved not to be successful 
on our dataset, but since it shows that in some cases 
falling and walking can be detected, the combination 
of using the bounding box ratio together with our 
method can be promising. If we look at the other 
methods such as the wearable devices discussed by 
(Zhang et al, 2006), we achieve slightly better 
performance on a very similar dataset but these 
devices have a drawback that patients need to wear 
them all the time which is very uncomfortable.  
Regarding speed, our system achieves real time 
performance. 

6 CONCLUSIONS 

The research presented in this paper is related to 
human fall detection and the detection of different 
actions that can be dangerous for elderly people. Our 
main goal was to design a system which can work in 
real time applications and reduce the implementation 

costs by using only one web camera. Our system is 
able to detect and distinguish different actions by 
using a size and shape information of the motion 
history image that characterizes certain action. It 
outperforms other methods based on background 
subtraction and pose recognition using silhouette 
information. It also gives very high fall detection 
results, works in real time and is very inexpensive to 
implement. For further development we plan to 
implement it in an embedded system and test it in 
different nursing home environments. 
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