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Abstract: Methods of automatic depth maps estimation are frequently used for 3D content creation. Such depth maps
often contains errors. Depth filtering is used to decrease the noticeability of the errors during visualization. In
this paper, we propose a method of temporal post-processing for automatically generated depth maps. Filtering
is performed using color and motion information from the source video. A comparison of the results with test
ground-truth sequences using the BI-PSNR metric is presented.

1 INTRODUCTION

Accurate and reliable depth information plays an im-
portant role in 3D video creation and processing. Cre-
ating a depth map for a conventional 2D video is a
laborious process, so methods of automatic genera-
tion are under development. One of the promising
approaches is depth reconstruction using object mo-
tion (Kim et al., 2007). In (Saxena et al., 2005), the
authors propose a method of spatial structure analysis
based on neural networks and machine learning.

Estimation of depth on the basis of stereo video
(Ogale and Aloimonos, 2005) can be used for parallax
tuning and nonlinear editing of 3D content.

The problem of definite depth reconstruction with-
out additional information is generally unsolvable.
For automatic depth reconstruction, methods that are
based on local criteria minimization can be applied.
This approach, however, leads to errors in the depth
map. Such depth maps cannot be used for 3D image
creation owing to temporal instability and errors. A
specific type of preprocessing is required to increase
the temporal and spatial stability of the results. This
paper proposes such a method of depth map process-
ing using color and motion information.

2 RELATED WORK

Depth processing is often used to decrease the notice-
ability of depth map errors during visualization. Mod-
ified forms of Gaussian blur are applied in occlusion
areas (Lee and Ho, 2009). In (Tam and Zhang, 2004),
the authors propose asymmetric blurring: the filter
length is larger in the vertical direction than in the hor-
izontal direction. They also propose changing the size
of the symmetric smoothing filter depending on the
local values in the depth maps. An edge-dependent
depth filter was proposed in (Chen et al., 2005). To
increase the quality of the results, edge direction is
taken into account.

The above-mentioned approaches only use data
from the current frame, and they only use a portion
of the color information from the source video (for
example, only edges location).

A method of spatial and temporal enhancement
for depth maps captured by depth sensors was pro-
posed in (Kim et al., 2010). Motion information is
used to minimize depth flickering on stationary ob-
jects. This approach only considers the presence of
the motion rather than the magnitude of the motion.

In (Zhang et al., 2009), the authors propose a
method of reducing temporal instability by solving
the energy minimization problem for several consec-
utive frames using graph cut and belief propagation.
Another approach to depth map post-processing pro-
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posed in (Zhang et al., 2008) is iterative refinement.
For each frame, the algorithm refines the depth maps
of neighboring frames. The refinement procedure
is also reduced to the energy minimization problem.
Such approaches produce good results, but owing to
computational complexity, they require a long time
to process the entire video (several minutes for each
frame).

The proposed approach uses several neighboring
frames to refine the depth map. Filtering is performed
by taking into account the intensity (color) similarity
of pixels and the spatial distance. The algorithm takes
information about object motion into account using
motion compensation.

3 PROPOSED METHOD

For the filtering of the current depth map Dn,
the algorithm uses the neighboring source frames
In−m, . . . , In+m and the depth maps Dn−m, . . . ,Dn+m .
Ii(x,y) denotes the intensity (or color) of pixel (x,y)
in frame i. Ii(x,y) is either a three-vector for a color
image or a scalar for a grayscale image. The proposed
method consists of four steps:

1. Motion estimation between the current frame
In and neighboring frames In−m, . . . , In−1,
In+1, . . . , In+m, where m > 0 is a parameter.
The result of this stage is a field of motion
vectors MVi(x,y) = (ui(x,y),vi(x,y)). We define
MVn(x,y)≡ (0,0).

2. Computation of the confidence metric Ci(x,y) for
the resultant motion vectors MVi(x,y). Here,
Ci(x,y) ∈ [0,1]. Ci(x,y) quantifies the estimation
quality for motion vector MVi(x,y).

3. Motion compensation for the depth maps and the
source frames:

IMC
i (x,y) = Ii(x+ui(x,y),y+ vi(x,y)),

DMC
i (x,y) = Di(x+ui(x,y),y+ vi(x,y)),

where DMC
i denotes the motion-compensated

depth maps, and IMC
i denotes the motion-

compensated source frames.

4. Depth map filtering using the computed DMC
i , Ci

and IMC
i values.

3.1 Motion Estimation

We used a block matching motion estimation algo-
rithm based on the algorithm described in (Simonyan
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Figure 1: Results of the objective quality assessment. Depth
maps were compared with ground truth depth before and
after filtering. The comparison was performed using the
Brightness Independent PSNR metric.

et al., 2008b). The algorithm uses macroblocks of size
16×16, 8×8 and 4×4 with adaptive partitioning cri-
teria. Motion estimation is performed with quarter-
pixel precision. Both luminance and chroma planes
are considered.

3.2 Confidence Metric

The motion estimation algorithm often produces
wrong motion vectors, especially in the occlusion ar-
eas. Wrong motion estimation leads to artifacts. To
reduce the influence of outliers we introduce confi-
dence metric C for motion vectors. The metric is
based on that described in (Simonyan et al., 2008a).

C = (1−α)∗CSAD +α∗CMV ,

where CSAD responds to the motion-compensated in-
terframe difference and CMV responds to the spa-
tial smoothness of motion vectors field in the spa-
tial neighborhood of the current block. α ∈ [0,1] de-
scribes the smoothness of the current block.

3.3 Filtering

The filter consists of two stages. The first stage is tem-
poral median filtering. Median filtering is often used
to eliminate sharp discontinuities in the time domain.
We apply filtering to the motion compensated frames
to make our approach usable for the video sequences
with fast motion. In order to reduce the influence of
the errors of motion compensation we consider only
those pixels (x,y) from the neighboring depth maps
DMC

i which have a good confidence metric value and
small interframe difference |IMC

i (x,y)− In(x,y)|:

IMAGAPP 2011 - International Conference on Imaging Theory and Applications

34



a) Source frame. b) Ground truth.

c) Estimated depth map. d) Filtered depth map.

Figure 2: Sequence ”Teddy”.

Dmed
n (x,y) = median

{
DMC

i (x,y)
∣∣∣

i ∈ [n−m, . . . ,n+m],Ci(x,y)> T hC,

|IMC
i (x,y)− Ii(x,y)|< T hSAD

}
.

(1)

Thresholds T hC and T hSAD depend on the noise
level of the source video. The second stage of the
filtering is temporal smoothing. We average the depth
over the spatio-temporal neighborhood of the current
pixel with weights ω(t,x,y,x′,y′):

Dsmooth
n (x,y) =

1
k(x,y)

n+m

∑
t=n−m

∑
(x′,y′)∈σ(x,y)

(ω(t,x,y,x′,y′)·

·Dmed
t (x′,y′)),

(2)

where k(x,y) is a normalization term:

k(x,y) =
n+m

∑
t=n−m

∑
(x′,y′)∈σ(x,y)

ω(t,x,y,x′,y′). (3)

σ(x,y) denotes the small spatial neighborhood of
pixel (x,y). The size of σ(x,y) is chosen as a trade-
off between computation speed and processing qual-
ity. Smaller σ(x,y) produces worse results for noisy
video.

Previous fully processed depth Dsmooth
t can be

used instead of Dmed
t in (2). This approach yields a

more stable result, but at the expense of quality of
processing for small details.

Weighting function ω is given by

ω(t,x,y,x′,y′) = f (t,x′,y′) ·Ct(x′,y′) ·g(x−x′,y−y′),
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a) Source frame. b) Ground truth.

c) Estimated depth map. d) Filtered depth map.

Figure 3: Sequence ”Cones”.

where function f (t,x′,y′) denotes the quadratic func-
tion of the motion-compensated inter-frame differ-
ence |In(x′,y′)− IMC

t (x′,y′)|; Ct(x′,y′) is the confi-
dence metric of motion estimation of pixel (x′,y′) in
frame t; g(x,y) is a Gaussian function.

If the neighboring pixel (x′,y′) belongs to the area
with good confidence and has a color similar to the
color of current pixel (x,y), then the depth of (x′,y)′

has more influence on the resulting depth of pixel
(x,y). Thus, the algorithm averages the depth in
the neighborhood of each pixel using the information
about the motion-compensated interframe difference
for the source video, the confidence metric for motion
vectors, and the spatial proximity.

4 RESULTS

The proposed algorithm was implemented in C as a
console application. The algorithm uses one-pass pro-
cessing, and it can be conveniently implemented in
hardware. The algorithm’s performance on an Intel
Core2Duo T6670 processor running at 2.20 GHz is
7.6 fps for 448×372 video resolution. A time of the
depth map estimation was not included in the mea-
surement. The most time consuming stage of the al-
gorithm is the motion estimation. Without regard for
the motion estimation, the proposed method allows to
filter the depth map in linear time with respect to the
size of the image.
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a) Original 2D image.

b) Rendered view for the estimated depth map.

c) Rendered view for the filtered depth map.

Figure 4: Depth based rendered view. Segment of ”Road”
sequence. The rendered view based on the filtered depth
seems more natural. The depth map was filtered using the
proposed method and the cross bilateral filtering. Occlu-
sions are not processed.

All the source depth maps for quality evaluation
were obtained using the depth-from-motion method
based on that described in (Ogale and Aloimonos,
2005). We used five consecutive frames for filtering

(m = 2) in our experiments. m > 3 gives satisfactory
results only on the stationary video sequences because
of unreliable motion estimation for distant frames.

For an objective evaluation, the standard se-
quences ”Cones,” ”Venus,” ”Sawtooth,” ”Teddy” and
”Bull” were used (Scharstein and Szeliski, 2002;
Scharstein and Szeliski, 2003). Each data set is a
multi-baseline stereo sequence, i.e., the frames are
taken from equally-spaced viewpoints along the hori-
zontal axis. The latter allows to consider the ground-
truth disparities as the representation of the depth.
The comparison with ground truth was performed us-
ing the Brightness Independent PSNR metric (Vatolin
et al., 2009). Fig. 1 shows the results.

For a subjective evaluation, Fig. 2 depicts the
results of the algorithm for the sequence ”Teddy”.
The depth map (Fig. 2b) generated from the source
video sequence (Fig. 2a) was filtered using the pro-
posed method. The filtering process restored some
lost details and fixed depth-estimation errors on ob-
ject boundaries (Fig. 2d). Fig. 3 shows the results for
the sequence ”Cones”.

One of the main drawbacks of the proposed algo-
rithm is producing undesirable texture on some depth
maps. This problem can be solved using spatial filter-
ing. Cross bilateral post-processing (Petschnigg et al.,
2004) gives rather good results (Fig. 4). The proposed
method allowed to reduce artifacts on the resulting
rendered view and improve visual quality.

5 CONCLUSIONS

In this paper, we described a post-processing method
algorithm for depth maps that are automatically gen-
erated from video. The proposed method shows high
quality of filtering, uses single-pass processing, and
doesn’t require complex calculations (e.g., energy
minimization or color segmentation). The algorithm’s
integration with a spatial post-filtering can be used as
a high-performance processing method for the depth
maps.
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