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Abstract. Breast cancer is one of the most common neoplasms in women and

it is a leading cause of death worldwide. A proper screening procedure can help
an early diagnosis of the tumor so reducing the death risk. A suitable computer

aided detection system can help the radiologist to detect many subtle signs, nor-
mally missed during the screening phase, submitting to the radiologist’s attention

those regions that could contain an abnormality. However, one of the most critical

problem deals with a suitable tradeoff regarding the number of suspicious zones
to present to the radiologist and the capability of identifying the correct ones.

In this work, the classification of suspicious signs into normal tissue or massive

lesions has been faced in order to get a False Positive Reduction without notice-
ably affecting the number of True Positives.

1 Introduction

Breast cancer is one of the most devastating causes of death among women in the world
and mammography is still the most commonly used method for detecting breast cancer
at early stages. However, radiologists can miss a significant portion of abnormalities.
Some studies indicate that Computer Aided Detection systems (CADe) can provide a
second opinion to the radiologists and potentially decrease the missed detection rate [1].

A CADe system used in breast cancer screening programs is composed by two
main steps: the identification of suspicious regions and the false positives reduction [2]
(see Fig. 1). Algorithms for the False Positive Reduction (FPR) of suspicious signs of
disease, can work either with one view or with multiple views [3]. Tipically, the one-
view FPR is a two classes classification task in which each Region Of Interest (ROI)
can be classified as a mass or as normal breast tissue. A set of geometric and/or textural
features have to be extracted and selected to train the classifier. Alternaévetyate
matchingapproaches can be used, comparing each extracted ROl with all the ROIs of a
certain database using similarity measures or features vectors.

In this paper, we propose an FPR procedure based on the extraction of many dif-
ferent geometrical and textural features, their selection, and the classification of de-
tected ROls into normal or abnormal ones through a rule-based fuzzy inference system.
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Fig. 1. CADe block scheme.

According to BIRADs lexicon [4] there are four different sfg of breast disease in
mammograms: masses, architectural distortion, calaificat focal asymmetry.

— Masses are space occupying lesions seen in two differef@qgpians. They can
have:circumscribed margingell-defined or sharply-defineahdistinct marginsil|
defined;spiculated marginswhen the the lesion is characterized by lines radiating
from the margins of the mass.

— Architectural distortion appear when the normal architexts distorted with no
definite mass visible. This includes spiculations rad@fimm a point, and focal
retraction or distortion at the edge of the parenchyma. i#&ctural distortion can
also be an associated finding.

— Focal asymmetry is a density that cannot be accurately ibescusing the other
shapes. Itis visible as asymmetry of tissue density withilairahape on two views,
but completely lacking borders and the conspicuity of atnass. Additional imag-
ing may reveal a true mass or significant architectural disto.

— Calcifications are tiny deposits of calcium in the breastligfeant calcifications
are classified intoamorphous or indistinctalcifications often round or “flake”
shaped calcificationgoarse, heterogeneogslcifications, irregular calcifications
with varying sizes and shapdsje, pleomorphic or branchingalcifications, more
conspicuous than the amorphous forms, varying in sizes laayokes. Benign calci-
fications are usually larger than calcifications associaitii malignancy, coarser,
often round with smooth margins and much more easily seen.

In particular, this study is devoted to the automatic massdsions identification by
CADe systems.

2 Methods for the Performance Evaluation

All the images used in this study belong to the Digital DatEbfor Screening Mam-
mography (DDSM) [5]. It contains 2275 studies, with two dm@audal (CC) views
and two Medio-Lateral Oblique (MLO) views of each breasteTlgital database has
been obtained by digitalizing screen film mammographic iesagsing four different
scanners devices at three different hospitals in Southd@pwith a spatial resolution



15

in the rangd42 — 50] um and pixel resolution in the rang&2 — 16] bpp. Although the
greatest request of the scientific community is at the morteeabnsider Direct Dig-
ital Databases, DDSM is the widest public mammographic esatptabase available,
with the most relevant variety of cases, including massalgjfications and architec-
tural distortions. Each study contains radiologist's med the identified lesions, if
present, including lesion type, position, biopsy proveseasment, boundary, subtlety,
etc., according to BIRADs lexicon third edition. Radiolsts report can be used as the
ground-truthfor the detection procedure, while it would not be enoughtifer diag-
nosis step, since for example, margins of masses are nohdresurately. Having the
ground-truth, we can classify each ROl identified by the aljom as a True Positive
(TP), a False Positive (FP), or a True Negative (TN) and cdmhesensitivityof the
CADe and the number of False Positives per Image (FPpl).taklsis recommended
to compare our algorithm to the others proposed in the titeea

3 Mass ldentification

In the first step, a CADe system extracts, from the originalmagram, suspicious
regions on which the radiologists have to focus their aitbentThe method adopted
for the automatic identification of masses in the mammogtaiptages, analyzes the
orientation of the gradient vectors in the image using ¢amcaupport regions, to find
highly compact structures with a growing luminance towdhasr center. The steps of
this procedure are fully described in [6]. Here below, weyagkall the basic ideas.

— Decimate the original imagesiven the very large size of mammographic images
in DDSM, we reduce resolution to the rang#®0 — 500] um. In this way, the
algorithm can still identify the smallest masses with a diganof 3 mm, but allows
a fast computation.

— Segment the backgroundle isolate the breast region by implementing an active
contour procedure and histogram thresholding in orderoaathe automatic iden-
tification be applied to the film background regions.

— Grid the imageApplying the algorithm only on &-pixels step grid.

— Consider a circle with radiug? around every pointi, j) of the gridand compute
on uniformly distributedV = 24 points on the circle (i.e., every5 degrees) the
following quantity:

1
zr(i,j) = N Z cosO(k,1),
k,leR

whered(k, 1) is the angle between a gradient vectorini) and the straight line
connecting the pixels dt, j) and(k, 1) (see Fig. 2 left). The terraos (%, () rep-
resents a measure of the convergence of gradient vectdus iircle to the pixel
of interest(i, j). Whenxzr(i,j) = 1 all the gradient vectors from the circle are
oriented toward the same point. This occurs when the ismnsity lines are con-
centric. It occurs when the pixél, ) is near the center of a massive lesion as one
can see in Fig. 3. Figure 4 shows gradient vectors (blue)liaesvery 5 pixels
and iso-intensity lines (red lines) superimposed to a R@taiaing a mass and to
a ROI containing only normal tissue.
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Fig. 3. AROI containing a massive lesion (left) and the iso-intgnlsnes of the same ROI (right).

Fig. 4. Two ROls containing a mass (left) and not a mass (right) veitiintensity lines and gra-
dient vectors superimposed.

— Repeat for different radiand compute, for every poiltt, j) of the grid, the quan-

tity:
ZL‘(’L,]) - Rmin”g%aé’}%maxxli(z,j).

Because masses have different diameters, from 3 to 40 mmegfen of support
has to be adapted to all the possible sizes of the massesticuts, we know that
the radius of typical masses is in the rarig® — 20] mm that for the considered
not decimated image correspondg3e — 400] pixels.

— Sort the resultsln a preliminary phase, we show to the radiologist more tham o
option. All pixels(i, ) which exceed a certain percentagef the maximum value
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of z(i, j) are presented to the radiologist and labeled in an ascemdi®ey: the
more suspicious structures have the bigger markers. So,awe to choose the
parametep so thatx(i,j) > p - & whereZ is the maximum value of for every
i, j. Figure 5 shows two examples of the algorithm results: infitst case, the
algorithm finds only one mass that corresponds to the ragigtlmarker and in the
other case it finds 3 masses and the correct result is the atsded as the first. In
our study we use = 0.80.

— Optimize All the markers that fall into adjacent centers are groupdthive a more
readable result.

Fig. 5. Two examples of the algorithm output.

After the automatic identification step, we only consideagas where true positives
have been located by the algorithm, in order to separatelgsasthe performance of
the FPR step. So, we consider the better resulting casesicimig 157 ROIs with TPs
and 312 ROIs with FPs. This setting provides an initial deritsi equal to 1 and a
mean FPpl equal to 2.2. The aim of our study is to reduce thebeuwf FPpl, while
preserving the sensitivity value the highest possible.

In order to introduce the reader to some of the problems erteced with the FPR
step, we reportin Fig. 6 some of the ROIs containing a falsitipe.

TN ES
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Fig. 6. Some examples of ROIs containing a false positive sign efadis.
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4 Automatic Segmentation

After the identification algorithm locates suspicious sigm the mammogram, a ROI
of fixed dimension is extracted around the identified pointthe following, the ROI
is processed by a Fuzzy C-Means clustering algorithm toémpht an intensity-based
segmentation with a number of intensity levels equal to % fidctonstructed image is
then binarized considering as “foreground” only the latggsup of adjacent pixels
belonging to the cluster with the highest luminance leval] as “background” the
remaining ones. Figure 7 shows some examples of the segtinantasults for ROIs
containing a mass and ROIs with false positives.

I PR

Fig. 7. Segmented ROIs containing a mass (left) and not a mass)(right

5 Features Extraction

The approach used in this work consists in testing a largaf$eatures and then apply-
ing an automatic features selection algorithm in order findea proper set of features
with respect to a given training set. After the segmentatibthe mass boundary, we
have extracted the following features:

— Morphological features including area, circularity, entriity, roughness of the
contour, elongation;

— Law's texture features [7]. Law proposed a method for cfgssj each pixel in
an image based upon measures of local texture energy. Tiuedenergy features
represent the amounts of variation within a sliding windgwplaed to several fil-
tered versions of the given image. These measures are cethipyfirst applying
small convolution kernels to the image, and then perfornaimgnlinear window-
ing operation. The 2-D convolution kernels typically used texture discrimina-
tion are generated from the following set of one-dimendiooavolution kernels of
length5: L5 = [1, 4, 6, 4, 1], E5 = [~1, =2, 0, 2, 1], S5 = [-1, 0, 2, 0, —1],
R5 =11, -4, 6, -4, 1], W5 = [-1, 2, 0, —2, 1]. The operators listed above per-
form the detection of the following types of featurdsi local average (or level),
E'5 edges,S5 spots,R5 ripples, W5 waves. By combining in a nonlinear manner
the above filters, we obtain 14 Texture Energy Measures (TiEMyes. The most
representatives are reported in Fig. 8 for a ROI containingréented pattern and
one with a mass. Finally, for each of the 14 images, the faligwparameters are
evaluated: mean, variance, kurtosis, and skewness.
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Fig. 8. Laws’ texture energy measure for a ROl with a mass (bottord)aare with an oriented
patter (up).

— Haralick texture features [8] are computed on the co-oernwe matrix extracted
from the original ROI, from the ROI transformed by nonlineantrast enhance-
ment, from the ROIs transformed by the Ranklet Transforng8dl finally from the
ROI elaborated by Sobel filters at different sizes. In pat#g the ranklet transform
is an orientation-selective, non-parametric and mukbhetion transform which
has already been successfully exploited in image clastifitéasks, specifically
face recognition in image frames [10]. The ranklet transfof an image involves
three phases: multiresolution, orientation-selectivel aon-parametric analysis.
Fig. 9 shows some examples of the same ROIs above proces$thkiet trans-
form, at three different resolution factors ¢, and14).

6 Features Selection

At a preliminary step, more than 1000 features have beeaatrtt and a ranking by
a specific selection criterion has been applied on this stufes have been evalu-
ated one by one, in order to assign a score to each of themdaegdo its relevance,
evaluated on a training set.

Three indexes have been computed in this study, leadindferettworking points
(i.e., different possible trades off among the ability afueing false positives, while
preserving true positives):
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Fig. 9. Ranklet transform at three different resolutions of a RCthvei mass (bottom) and one
with an oriented pattern (up).

— the difference between the rate of ROIs correctly recoghémenormal tissue in the
initial amount of false positives and the rate of wronglyageized ROIs as normal
tissue in the initial amount of true positives:

TN FN
TN+FP TP+FN’

IND; =

— the difference between the improvement of the correctrnedstee decrease of the
sensitivity:

INDy = TP sTP } [ TP ] ;

TP+ FP sTP+sFP TP+ FN

— how much the false positive reduction is stronger than tke tif false positives,
leading to an increasing of false negative ROIs:

FN
IND3; =1 i
Using the cited indexes, we denote the three different rap@ctors ait K C;, RK Cs,
andRK Cs.

As last step, it was necessary to find out the optimal numbéeaiiires among
those ranked. Actually, the performance of the system carbaaniquely assessed,
because they depend on the radiologist’s needs and expacite radiologist, in fact,
could require the CADe system providing the minimum numbd¥aldse Positives per
mammogram, that is the maximum reduction of the numb&Rydl even in spite of a
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reduction ofsensitivity in order to avoid too much false suggestions which couldrdiv
away attention from the real mass. Otherwise, the radistagay not require first of

all any losses ofensitivity even at the expense of a low reduction of false positives. In
this case, the radiologist prefers receiving even manyestggns but always including
the real mass, when it is present. Section 8 will provide sooraerical examples for
these options.

7 Fuzzy Classification

A Fuzzy Inference System (FIS) has been implemented andfasdtk classification
of ROIs into abnormal or normal breast tissue [11]. To deeid@ppropriate diagnosis
in one patient, we introduce three non-fuzzy sets, as exgdéin [11].

— The set of symptoms (corresponding to the set of featutes){ Sy, So, ..., Sn }-

— The set of diagnosi® = {D1, Ds, ..., D} (Where, in this cases = 2 because of
the presence of two classes, “Cancer (C)” or “Normal (N)'tiseROI containing
a mass or ROI containing normal tissue).

— The set of patient® = { P, } (the set of ROIs cropped from the mammograms of
a patient).

The assignment of a diagnosis to the patient requires tHeati@n of two distinct rela-
tions: thePatient-Symptom Relatiq®.S) where the different symptoms are evaluated
in the mammograms of the considered patient;Sgemptom-Diagnosis Relatidi§s D)
where the importance of each symptom for the diagndsisr( V) is evaluated. This
procedure is at a preliminary investigation stage, andedent it computes simply the
positive predictive value and the negative predictive galof each feature indepen-
dently, for each patient in the training set, leading to thealled incidence level of the
symptom to the diagnosis. Hence, the symptoms occurring@%are associated with
the diagnosis from sdd (S D) and further they are associated in turn with the patient
(assuming that information about all symptomsSiis complete in the patient’s case),
in order to establish the fin&atient-Diagnosis RelatioP D).

7.1 Fuzzy Inference Engine

A necessary step for the implementation of a FIS is the difimivf a set of fuzzy
rules which relate the input values (the symptoms) to thpututalues (the diagnoses).
The fuzzy rules are defined according to the two above destrdationsand clinical
experience, according to [11]. In particular the followindes

if (symptom S; is adecisive feature for diagnosis B)

SD relation
and (symptom S; is present in patient P)

PS relation

then (diagnosis B is assigned to patient P)

PD relation
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are defined, which consider only one symptom at a time. Inigérfer each symptom,
4 rules could be written which combimeandM diagnoses ankbw andhigh presence
of the symptom in the patient. However, the experience aadi#ta lead to conclude
that, for a certain symptorf;, low means presence of mass arigh means normal
tissue, or vice versa. Hence, only a subset of possible areesmplemented. In the
considered application, the output values are crisp (either M). This means that
the considered FIS is simplified with respect to the genexsé avhere also the output
variables are fuzzy sets. Hence, the defuzzification steptisequired and, in order to
associate the final membership degrees to the two final dsag(¥, M), the following
guantities can be considered [11]:

i = S LS n(S) S TLSH) - n(S))
S TL(SY) e TSI

whereN,, is the selected optimal number of features ranked accotdinge of the

three criterions shown above, amﬂ(SJN/M) denotes the incidence of featuse to
the diagnosisV/M. 1 provides the degree oot abnormalityof the considered RO,
while pps provides the degree of abnormality of the same ROI. So, tiyeutsiof the
fuzzy inference system are: tleedibility degreethat the ROI is a massuf,;) and
the credibility degreehat the same ROI is normal breast tissug ). Differently from
standard classifiers, these two indexes are not compleméatife unity. These values

have to be compared to provide the final decision.

8 Results

For the performance evaluation of the fuzzy classifideaae-one-outross-validation
technique has been adopted: the training set was compoteeleftire dataset of ROIs
except one which is used as test. This procedure is repeatezhth features vector
in the training set. The optimal number of features to be usatifferent according
to the ranking and to the selection criterion. In particulesing the same criterion for
both ranking and selection of the optimal number, we obféif,,, = 90 for crite-
rion INDy, NP,,: = 39 for criterionIND,, and N P,,, = 27 for criterion /N Ds.
The results of the classification using the three methodseg@rted in Table 1, in the
columns identified witiNo ThresholdIt means that the final decision is taken only by
comparing credibility degrees of abnormality and of notaimality.

8.1 Uncertain Diagnosis:Certainty Threshold

The reported results exhibitsansitivity always greater than 0.8 anctarrectness
increased from 0.33 up to 0.5-0.7, with a number of FPpl thaies according to the
used criterion in the rand@.3 — 0.97]. Moreover, another important aspect has to be
considered. The fuzzy logic classifier assigns to each R@euanalysis two values
thus not conferring a single judgment of membership to ascl@ibese membership
degrees have to be compared to make a decision, but this csopaan not be suf-
ficient. It is important to analyze the difference betwegn and .y in order to take
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into account the natural variability of these degrees. ldemcertainty thresholchas

been empirically set to 0.15. This threshold has been se¢tmugh in order to exclude
just the most evident doubtful cases. If the absolute vale o — 1 n) was less than
0.15, a conservative choice is to classify the ROl as abnlorfimas, every doubtful

case can be further analyzed by the radiologist or by the cteniged system. Table 1
shows the results obtained adopting this modified appraadhe columns identified
by Threshold Using this threshold, the number of positives increasess tausing the

Table 1. Results of classification with eertainty thresholdequal to 0.15, compared with the
previous results without any threshold.

IND; | IND, | INDs |

Threshold|No ThresholgThreshold|No Threshol@Threshold|No Threshol
TP 147 126 157 153 157 156
FN |10 31 0 4 0 1
TN |210 264 183 198 105 159
FP |102 48 129 114 207 153
SENS0.9363 |0.8025 1 0.9745 1 0.9936
FPpl |0.65 0.30 0.82 0.72 1.31 0.97

increase in both True Positives and False Positives witheso theNo Threshold
case At the same time, the working point shifts toward a greatersgivity, with an
acceptable increase MPplI. All these results prove that the features ranking/sealacti
algorithms, the fuzzy classifier, and the conservativérggtichieved by the certainty
threshold perform well and can be easily adapted to diftereguirements of the radi-
ologists assigning to the CADe a good flexibility and adatititgtio different clinical
scenarios.

9 Comparisons

We report also the most relevant results described in theatiire concerning the False
Positive Reduction in the automatic detection of breastsemsin particular, Li et
al. [12] used a soft neural network decision classificathomgelini et al. [13] proposed
a support vector regression filtering approach. Masotti. ¢9reduced false positives
via gray scale invariant ranklet texture features using@pstt vector machine clas-
sifier for discrimination. Tourassi et al. [14] used a tenplaatching scheme based
on mutual information. Varela et al. [15] employed a neusdivork classifier to merge
different combination of features. All the results are cangal in Table 2 in terms of the
True Positive Reduction (TPR) and the False Positive Rémtu@fPR). The number of
ROIs used in the studies is also reported. We also inseresults obtained by criterion
IND,.

10 Conclusions

In this work, we presented a study on the False Positives &®ieduin the automatic
breast masses identification in mammographic images. Wessietl the FPR step as
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Table 2. Comparisons of different methods for false positive reidunct

TPR|FPR|ROIs
Lietal. 1% [56%]|25
Angelini et al. 13%38%|69
Tourassi et al. 10%65%|1820
Varela et al. 22%(85%|120
Masotti et al. 0% |30%|884
Proposed method0% |58%)|469

a two classes classification problem, with the aim to assiggach suspicious ROl a
degree of abnormality and a degree of not abnormality, thdsaing the whole number
of ROIs to be presented to the radiologist. A large set ofuiest have been extracted
from the ROIs identified by an automatic identification altfon proposed by the au-
thors. Then, the selected features have been used to traizey €lassifier, properly
structured for medical applications. Different workingmts have been considered so
that the radiologist could choose the best tradeoff betweasitivity and false positive
per image, according to the clinical application.
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