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Abstract: The use of structured documents following XML representation allows us to create content and structure
(CAS) queries which are more specific for the user’s needs. In this paper we are going to study how to enrich
this kind of queries with the user feedback in order to get results closer to their needs. More formally, we
are considering how to perform Relevance Feedback (RF) for CAS queries in XML Information Retrieval.
Our approach maintains the same structural constraints but expands the content of the queries by adding new
keywords to the original CAS query. These new terms are selected by considering their presence/absence in
the jugded units. This RF method is integrated in a XML-based search engine and evaluated with the INEX
2006 and INEX 2007 collections.

1 INTRODUCTION

Relevance Feedback (RF) is a very well-known iter-
ative technique to enhance the retrieval performance
of a search engine given a query formulated by a user
(Ruthven and Lalmas, 2003). When a user formulates
a query, the Information Retrieval System (IRS) gives
as a result a ranking of documents sorted decreasingly
by their relevance degree. Then the user inspects this
list and makes assessments with respect to the rele-
vance or non-relevance of the given documents con-
sidering her underlying information need. Then the
IRS is able to formulate a new query automatically
starting from the original query, integrating informa-
tion from the content of these assessed texts. This
new query, as it is based on the user’s direct opinion,
is supposed to be closer to the user’s requirements and
helps to enhance the performance of the system. Typ-
ically, this process is iterative and could be stopped
when the user is satisfied with the material returned
by the system in the different feedback steps.

XML-IR (Lalmas, 2009) is the IR field dealing
with structured documents, i.e. those which are in-
ternally organized in a well defined structure. In an
XML-IR search engine the internal structure of the
documents in the collection is exploited to give a fo-
cused access, i.e. the system could return any type of
element that it considers closer to the query (a para-
graph, a section or even the whole document).

Also, the internal structure can be exploited when

formulating the queries. In this case, the user is able
to express which document parts she is interested in,
and where the XML IRS has to search in order to
find these relevant units. Broadly speaking, the user
may represent her information needs in two different
ways: by means of the classic keyword-based queries
composed of a sequence of keywords, known as Con-
tent Only queries (CO queries), or using Content And
Structure queries (CAS queries), which also take into
account this internal organization giving structural
hints about what XML elements to retrieve and where
to look for.

In order to show the differences between CO and
CAS queries we can consider the following queries:

� CO Query: ’I would like to read something about
the global warming in Asia.’ The output of the
system will be the list of the best structural ele-
ments (which might include some sections, sub-
sections, paragraphs or whole documents) satis-
fying this query.

� CAS Query: ’I would like to read sections about
Asia in articles dealing with global warming’.
The output of the system will be the list of sec-
tions (and only sections) matching this query.

Taking up again the RF subject, but now in the con-
text of XML-IR, the user is presented a list of docu-
ment elements sorted by their relevance degree. Then
she makes the corresponding decisions about the rele-
vance of some of them. The XML IRS may consider,
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not only the content information of the judged ele-
ments, but also the type of element, in order to formu-
late a new query. Therefore, we could say that there
are three main types of RF, according to the type of
the original and resulting queries:

T1: CO – CO: The original query and the ex-
panded query are only composed of keywords.
New terms are usually added to the original
query and term weights (re)computed.

T2: CO – CAS: The original query is only com-
posed of keywords but the expanded query
generated by the RF method contains (new)
terms, and their corresponding weights, com-
plemented with structural restrictions ex-
tracted from the analysis of the assessments.

T3: CAS – CAS: Both queries are composed of
terms and structural restrictions. In this case,
there are two possibilities:

T3.1: Not to modify the structural restrictions
expressed in the original query but only
adding new terms to the underlying CO
queries.

T3.2: In addition to new terms, to modify the ex-
isting strutural restrictions or including new
ones.

Although, both CO–XX and CAS – CAS RF have
the same inputs, i.e. the triplet (Q;E;J) being Q the
original query, E a list of documents’ elements and
J a set of relevance judgments given to E, there ex-
ist some particularities that make the CAS-based RF
a different problem: Firstly, the way in which a sys-
tem must deal with CAS queries differs and secondly
the relevant judgments will have a different interpre-
tation. Thus, whereas the relevant judgments are well
defined for CO queries1, this situation does not nec-
essarily hold for CAS queries. For example, in the
previous CAS query example, the user only judges a
list of sections (the output of the system). Thus, when
he/she considers a section as relevant we can assume
that it satisfies all the user’s requirements (it is about
Asia in a article dealing with global warming). But,
when the user judges a section as non-relevant it could
be because only one of the requirements are not ful-
filled (it might talk about Asia but the article does not
deal with global warming) or because both of them
are not relevant to the query.

RF of T1 and T2 types has been studied in the lit-
erature (see Section 3.4), but there exists few papers
dealing with T3 type. In this paper we will present
a content-oriented approach to solve the CAS–CAS
RF problem, particularly the T3.1 case. In this ap-

1The user assesses whether the content of this element
E is relevant (or not) to Q.

proach we will study how the original query can be
expanded, i.e. including new terms (expansion terms)
in Q, in order to better capture the user information
needs. Some problems will be considered as how
many terms and in which parts of the query (structural
restrictions) they might be included. Therefore, the
main contribution of this paper is a content-oriented
CAS–CAS RF method, where terms are selected for
expansion not only from the assessed target elements
but also for the context elements, which are not ex-
plicitly judged to the users.

In order to describe the RF technique, this paper
is organized as follows: Next section introduces the
NEXI query language and how it was modified to al-
low the inclusion of new terms in the RF process.
Then, Section 3 presents our approach to RF when
using CAS queries and also the related works. In or-
der to evaluate the feasibility of our approach, Section
4 is devoted to the experimentation. Finally, Section 5
presents the concluding remarks and points out some
future research tasks.

2 PRELIMINARIES

In order to give the corresponding background to
understand the method presented in this paper, we
shall briefly introduce the NEXI language to formu-
late CAS queries, as this is the starting point of our
CAS – CAS RF method.

To allow queries combining content and structure
(Content And Structure Queries, CAS queries) to be
specified, the NEXI language (Trotman et al., 2005)
was designed. It is a simplified XPath containing only
the descendant operator (==) in a tag path and also an
extended XPath containing the about function.

The kind of structured CAS query considered by
NEXI can take two possible forms:
� ==C[D]: Returns C units that fulfill the condi-

tion D.

� ==A[B]==C[D]: Returns C descendants of A
where A fulfills the condition B and C fulfills
the condition D.

A and C are paths (sequences of elements or struc-
tural units), specifying structural restrictions, whereas
B and D are filters, which specify content restrictions,
and == is the descendant operator (A==C, where C is a
descendant, though not necessarily a direct one of A).
C is the target path (the last structural unit in C is the
one that we want to retrieve) and path A is the con-
text. Each content restriction (as B or D) will include
one or several about clauses, connected by either and
or or operators; each about clause contains a text (a
sequence of words or terms) together with a relative

A CONTENT-BASED APPROACH TO RELEVANCE FEEDBACK IN XML-IR FOR CONTENT AND STRUCTURE
QUERIES

419



path, from the structural unit which is the container of
the clause to the structural unit contained in it where
this text should be located. The about clause is the
IR counterpart of the classical contains clause used
in XPath (which requires an exact matching between
the textual content of the clause and a part of the
text in the structural element being evaluated). How-
ever, about does not demand such a strict matching
but states, vaguely, that a relevant element should sat-
isfy the information need expressed by means of the
text contained in the clause. The wildcard symbol ’*’
matches any tag and can be used to formulate key-
word queries in NEXI. Note that when using ’*’ we
are relegating to the search engine the decision about
which structural elements might be retrieved. Exam-
ples of NEXI queries are:

� Find sections about Asia in articles dealing with
global warming:

Q1=“//article[about(.,global
warming)//section[about(., Asia)]”

� Find any structural unit that contains a paragraph
dealing with NEXI in articles about information
retrieval:

Q2=“//article[about(.,information
retrieval)//*[about(//p, NEXI)]”

� Retrieve bibliography units containing text3,
which must be in chapter units with a text1-related
title and contain a section about text2:

Q3 = “//chapter[about(.//title, text1)
and about(.//section,

text2)]//bibliography[about(., text3)]”

Measuring the Importance of the Terms in XML-
RF After assessing the relevance status of the re-
trieved elements, a content-based XML-RF will se-
lect those terms used to expand the query. In order to
select these terms it is necessary to have a measure of
the relevance of each term to the query. For example,
whenever a term ti indexes an element judged relevant
by the user, perhaps we should increase the belief sup-
porting the relevance of ti; similarly, if a term ti only
appears in units which are not relevant, we should de-
crease its relevance belief. Therefore, it seems natural
that the relevance of a term will depend on its distri-
bution in relevant and non-relevant units.

In order to include this information in the new
query we propose to extend NEXI language with the
capability of managing weighted terms: For each
term in any about clause we include a weight in the
interval [0;1], expressing the importance of the term
in the query, being 1 very important and 0 not impor-

tant at all2 (in Section 3.3 we will discuss how these
weights are computed). For instance, the previous
query including term weights could be the following

//article[about(.,0.9*information
1.0*retrieval)//*[about(//p,0.9*NEXI)].

3 THE CONTENT-ORIENTED RF
METHOD FOR CAS QUERIES

In this section we are going to present our CAS–CAS
RF approach. In general terms, our proposal focuses
on creating a new expanded CAS query keeping the
same structural restrictions as the original but expand-
ing the different content sub-queries of the context
and target parts (the content queries included in each
about clause of the NEXI query). This is one of the
main diferences between our proposal and those in the
literature (see Section 3.4).

3.1 Managing CAS Queries in XML
Systems

With the aim of offering a background to well under-
stand the approach presented in this paper, we have to
briefly outline a typical scheme to solve CAS queries
in XML systems. Let us imagine that the previous
Q3 query has been submitted to the system (query of
type ==A[B]==C[D]). In this query, the structural re-
strictions are represented by means of the target ele-
ments, which are the bibliography units and the con-
text which are chapter units.

The basic idea is to decompose the original CAS
query in several simple CAS sub-queries, i.e. a CAS
query having only one structural restriction on the tar-
get element. The content of each query corresponds
to the content part of the related about clauses. In our
example, the sub-queries are:

Q31 = //chapter[about(.//title,text1)]

Q32 = //chapter[about(.//section,text2)]

Q33 =//chapter[about(.//bibliography,
text3)]

These sub-queries are submitted to the IRS in-
dependently and, for each one, a list of relevant
elements satisfying the structural restrictions is re-
trieved, ordered by the Relevance Status Value
(RSV). In the example, the system would re-
trieve //chapter//title, //chapter//section and //chap-
ter//bibliography, for each respective sub-query.

2Note that a weight equal to zero does not mean that the
structural units that contain the term have to be excluded.
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The next step is to compute an aggregated
RSV for structural units of the same type for
the context and the target (RSV ((==chapter)l ;B)
and RSV ((==chapter==bibliography)l ;D), respec-
tively3. Finally, it is necessary to combine
these units and their relevance values to obtain
the final relevance degree of each bibliography
unit in relation to the complete structured query,
RSV ((==chapter==bibliography)l jQ).

3.2 RF and CAS Queries

Once the whole CAS query is submitted to the IRS the
user inspects the ranking and makes the correspond-
ing relevance assessments (explicitly or implicitly).
In our approach, the system will analyze the judged
elements and extracts new terms which will be used
to expand the query considering both, target and the
context, structural restrictions.

In order to do that, the system must be able to
refine the existing simple sub-queries independently
on their location in the CAS query. When expanding
the target sub-queries there is no problem because we
know the relevance values of related elements, but this
situation does not hold for the rest of the structural re-
strictions, i.e. context restrictions. This is because the
units that might be considered to extract the terms for
these sub-queries are usually different to the type of
the target unit, and therefore the user did not directly
assess relevance judgments on these units.

The problem is how to find those appropriate
structural elements from where to select the expan-
sion terms. In order to tackle this problem, in this
paper we are going to consider the following assump-
tions:

� Relevance Assumption: If a user judges a target
element as relevant, then all the context elements
used to generate the final RSV are considered also
relevant.

� Non-Relevance Assumption (Hard): If a user
judges a target element as non-relevant, then all
the context elements used to generate the final
RSV are considered also non-relevant.

This last assumption can be considered very restric-
tive, so we propose also to consider a light version.

� Non-Relevance Assumption (Soft): If a user
judges a target element as non-relevant, then we
can not infer any relevance value about the con-
text units used.

3With the subindex l we mean any of the units compati-
ble with the context and targets XPaths.

By means of these assumptions we can infer the
relevance value for other different units that the ones
the user inspects. Therefore, to perform term expan-
sion in CAS – CAS RF we have to keep track of the
units used to compute the relevance degree for each
element presented to the user. These units will be used
to select the most useful terms to expand the content
sub-queries, and to compute their weights represent-
ing their importance.

In order to illustrate this process we will consider
the following example where the target is any section
included in an article:

Find those sections having a paragraph about
NEXI in a article dealing with information re-
trieval.

//article[about(.,information
retrieval)//section[about(//p, NEXI)]

Left hand side of Figure 1 shows three results pre-
sented to the user and the assessed relevance judg-
ments. According to the method sketched in Section
3.1 to solve CAS queries, these results have to be ob-
tained by the combination of the different units re-
trieved after submitting to the system the set of sim-
ple subqueries. Thus, if we denote by R(Q;k) the kth-
result for query Q, we have that

R(Q;k) =
m
i=1Rk(Qi);

being Q1; : : : ;Qm the set of simple sub-
queries and Rk(Qi) each one of the interme-
diate results. In our example, we have two
simple CAS subqueries Q1 = //article[
about(., information retrieval)] and Q2 =
//article//section[about(//p, NEXI)]. The
first one returns a set of articles and the second one a
set of paragraphs in a section.

Let us focus on Rk(Qi) since they will have an
special role in our CAS–CAS RF approach. In this
case, it is also possible that there exist several units
in the subquery playing a role in the creation of this
result, and as consequence they are candidate units
from where we might extract the expansion terms.
We named these units the set of generators, Gk, i.e.
relevant units in a subquery satisfying at the same
time the structural restrictions. Let us follow with
our example by focusing on R1(Q2), i.e. the re-
sults of Q2 involved in the first judged result of
Q. In this case it is possible to have several para-
graphs including the term NEXI in the same sec-
tion. Particularly, looking at right hand side of Fig-
ure 1 (the format is: RSV * unit XPath * XML file
to which it belongs and the sub-query that they sat-
isfy) we found that the paragraphs p[2] and p[4]
in /article[1]/chapter[3]/section[4] satisfy
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CAS Query: //article[about(.,Information Retrieval)]//section[about(//p,NEXI)]

Information stored in the Final Ranking

List of Judged Results Units combined to get the Final Results

/article[1]/chapter[3]/section[4]
(Relevant)

0.6*/article[1]*1.xml (from subquery 1)

0.7*/article[1]/chapter[3]/section[4]/p[2]*2.xml (from subquery 2)

0.3*/article[1]/chapter[3]/section[4]/p[4]*2.xml (from subquery 2)

/article[1]/appendix[5]/section[1]
(Non-Relevant)

0.7*/article[1]*1.xml (from subquery 1)

0.3*/article[1]/appendix[5]/section[1]/p[3]*2.xml (from subquery 2)

/article[1]/chapter[2]/section[2]
(Relevant)

0.4*/article[1]*1.xml (from subquery 1)

0.4*/article[1]/chapter[2]/section[2]/p[7]*2.xml (from subquery 2)

Figure 1: Assessed elements with their corresponding set of generators.

this property, and they are the set of generators for
R1(Q2).

In order to speed up the query expansion process,
for each set of generators only one unit (the one hav-
ing the highest RSV) is considered as a candidate to
extract the expansion terms. Thus,

Rk(Qi) = argu2Gk
maxRSV (u;Qi):

Then, the union of these elements for all the n
judged results are the units satisfying the structural
restrictions associated to each sub-query, named the
set of sub-query expansion units (SEU):

SEU(Qi) = [n
r=1R(Qi;r)

In our example we have the following set of sub-
query expansion units:
� SEU(Q1): /article[1]
� SEU(Q2):
/article[1]/chapter[3]/section[4]/p[2]

/article[1]/appendix[5]/section[1]/p[3]

/article[1]/chapter[2]/section[2]/p[7]

3.3 Selecting the Expansion Terms

Each subquery Qi will be expanded by selecting the
terms from SEU(Qi). This is one of the differences
from the diferent approaches for CO–CO RF where
the terms were selected from those judged units. In
this process there are two different, but related, prob-
lems: Which are the expansion terms and what are the
weights associated to them.

In order to deal with the first problem in this paper
we are going to assume that only those terms belong-
ing to relevant elements in SEU(Qi) but not belong-
ing to any non relevant elements in SEU(Qi) can be

considered as candidates for the expansion of the sub-
query Qi. In other words, a term in an non relevant el-
ement can not be an expansion term. This is because
we are assuming that the content of these elements,
which have a great literal similarity with the query, is
not related to the query intention.

Therefore, by taking up again the assumptions
in Section 3.2 the candidate terms for a sub-
query Qi will be determined. Nevertheless, de-
pending on the type of the non-relevance assump-
tion (soft or hard) considered, the set of candidate
terms might differ. In our example, focusing on
the subquery Q2, a term ti that belongs to both,
/article[1]/chapter[3]/section[4]/p[2] and
/article[1]/appendix[5]/section[1]/p[3] is
a valid candidate if we use the soft non-relevance as-
sumption, whereas this term can not be a valid candi-
date when considering the hard version.

Once we know the candidate terms, the second
step will be to select the best ones. In order to deal
with this problem we will use a weight measuring
the importance of each term. Then, those k candi-
date terms with the highest importance weights ex-
pand the corresponding subquery. Particularly, for a
given subquery Qi, we assume that the importance of
a candidate term t depends on the number of relevant
elements in SEU(Qi) in which it appears. Then it is
computed according to the following expression:

w(t) =
ntr

nr
; (1)

where ntr denotes the number of relevant elements
of the set SEU(Qi) that contain t, and nr denotes the
total number of relevant elements of that set.

Finally, the expanded CAS query can be formed
by adding the k top-weighted terms to the original
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query. In this new query the original query terms are
weighted with 1:0 and the expanded terms with their
corresponding importance weights.

3.4 Related Work

RF has been the objective of many researchers as a
mean of improving retrieval effectiveness in XML-IR.
Firstly, we can start studying the Rocchio algorithm
(Rocchio, 1971) in which most of the works under-
taken in content RF in structured IR are based on. It
consists of extracting the expressive terms from the
elements judged relevant by the user. Each element
is seen as a retrieved unit, and elements are therefore
considered to be independent from each others, even
though they appear in the same document. Ruthven
and Lalmas (Ruthven and Lalmas, 2003) have stud-
ied different RF techniques (automatic and interac-
tive techniques), specific interfaces to RF systems and
characteristics of searches that can affect the use and
access of RF systems.

After that, we shall describe some works concen-
trated on query expansion based on the content of el-
ements with known relevance: The works of Y. Mass
(Mass and Mandelbrod, 2004) and C. Crouch (Crouch
et al., 2005) are very similar, the only difference be-
tween them is in the way of evaluating the queries (au-
thors use respectively distinct indexes with the vec-
tor space model or a relevance propagation method).
In (Sigurbjörnsson et al., 2004), the authors investi-
gate the effectiveness of blind (“pseudo”) feedback
and Pan et al. (Pan et al., 2004) apply user feedback to
recompute similarities in the ontology used for query
evaluation.

On the other hand, several papers have considered
structural query expansion which is the objective of
this paper: The first work is developed by Mihajlovic
et al. (Mihajlovic et al., 2004) to extend their database
approach. They assume that knowledge of component
relevance provides “implicit structural hints” which
may be used to improve performance. Their imple-
mentation is based first on “extracting the structural
relevance” of the top-ranked elements and then re-
structuring the query and tuning the system based on
RF information. They argue that the document names
of the relevant components are used to model struc-
tural relevance because these documents are apt to
contain similar information. Using the structural in-
formation and assessments associated with the rele-
vant elements, the query is rewritten and evaluated.

The second approach, proposed by Schenkel and
Theobald (Schenkel and Theobald, 2006), consists of
extracting classes of features for each relevant ele-
ment. These classes of features are: the ancestor

class, the descendant class and the content class. For
example, for a given relevant element section, arti-
cle and body elements are added to the ancestor class,
paragraph and subsection elements are added to the
descendant class, and terms of the section element are
added to the content class.

A third approach has been proposed in (de Cam-
pos et al., 2009). The main contribution of this ap-
proach is that the system automatically selects the
best part of the document to be retrieved. Particu-
larly, they consider the expected utility of retrieving
each element or structural unit of the documents in a
XML collection. Then, after analyzes the retrieved
elements the expansion terms are obtained and a new
query was submitted to the system.

Fourati et al. (Fourati et al., 2009) propose an ap-
proach where they take the original CAS query and
the fragments judged as relevant by the user. Then,
they create a representation of the original query and
relevant fragments under a matrix form. After some
processing and calculations on the obtained matrix
and after some analysis they have been able to identify
the most relevant nodes and their relationships that
connect them. These are used to modify the structure
of the new query but keeping the same content.

Finally, L. Hlaoua et al. (Hlaoua et al., 2006) pro-
pose to add structural constraints to the initial key-
word query. Their approach first seeks to identify the
generic structure shared by the largest number of rel-
evant elements and then they use this information to
incorporate in the expanded query.

4 EXPERIMENTATION

In this section, we shall describe the framework of the
experimentation in order to validate our RF approach,
as well as discuss the corresponding results. First, we
have to highlight the fact that this CAS – CAS RF
approach could be used to expand CAS queries for
any XML IRS where terms could be weighted.

In general, a CAS query retrieval process can be
implemented by means of several modules which are
external to the base XML IRS in order to work with
NEXI queries but in our case, and in order to evaluate
its performance, it has been used on the top of the
Garnata IRS (de Campos et al., 2006), an Information
Retrieval System, designed to work with structured
documents in XML.
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Table 2: Results of the experiments for context expansion.

Context Exp (Hard). Context Exp (Soft).
k iP[0.01] iP[0.05] iP[0.10] AiP iP[0.01] iP[0.05] iP[0.10] AiP

Without RF 0.3460 0.2589 0.2214 0.0831 0.3460 0.2589 0.2214 0.0831
1 0.3539 0.2729 0.2427 0.0848 0,3323- 0,2624- 0,2213- 0,0833-
2 0.3144 0.2652 0.2346 0.0822 0,3148+ 0,2754+† 0,2326- 0,0842+
3 0.2998 0.2499 0.2292 0.0799 0,3044+ 0,2709+ 0,2376+ 0,0848+
4 0.2990 0.2555 0.2319 0.0806 0,2907- 0,2667+ 0,2373+ 0,0838+
5 0.3131 0.2650 0.2382 0.0816 0,2939- 0,2717+ 0,2444+† 0,0841+
6 0.3078 0.2639 0.2366 0.0802 0,3010- 0,2768+† 0,2526+† 0,0849+†
7 0.3147 0.2634 0.2338 0.0802 0,2956- 0,2719+ 0,2484+† 0,0848+
8 0.3064 0.2642 0.2337 0.0794 0,3047- 0,2793+† 0,2369+ 0,0826+
9 0.3143 0.2645 0.2315 0.0790 0,2920- 0,2666+ 0,2326+ 0,0832+
10 0.3167 0.2696 0.2287 0.0792 0,2948- 0,2617- 0,2267- 0,0825+

Table 1: Query statistics.

Year n(Qt) n(Qc) l(Qt ) l(Qc)
2006 1.24 1.03 2.32 2.12
2007 1.39 1.12 1.73 1.94

4.1 Data Set and Evaluation Measures

We have performed several experiments with the col-
lections and CAS queries at INEX 20064 and INEX
20075 in order to validate our proposal. The XML
document collection considered in the experimenta-
tion is the one used in the last editions of the INEX
Conference, namely Wikipedia (an XML version of
the English Wikipedia), at the beginning of 2006 (De-
noyer and Gallinari, 2006) with its 659388 articles
(around 4600 Megabytes in size).

In terms of the queries (and the corresponding rel-
evance assessments) used in our experiments, we have
used a subset of the queries developed for INEX’2006
(34 CAS queries) and INEX’2007 (36 CAS queries).
Particularly, we consider those queries having CAS
restricctions. Table 1 shows some statistics of these
queries. Second and third columns show the mean
number of subqueries for the target and context com-
ponent, and fourth and fifth present the mean lengths
of the queries.

In those queries where there is no structural re-
strictions, as for example the case of “find any struc-
tural unit that contains a paragraph dealing with
term”6, we have considered the focused task of INEX
Ad-hoc track (Kamps et al., 2008). The objective is
to retrieve the most relevant parts of the documents,
without overlapping. Therefore, if a chapter is re-

4http://inex.is.informatik.uni-duisburg.de/2006/
5http://inex.is.informatik.uni-duisburg.de/2007/
6In NEXI language, queries having the wildcard symbol

* as for example “//*[about(//p, term)]“.

trieved, and therefore, considered the most appropri-
ate type of element that matches the query, none of its
sections should be retrieved.

The measures of retrieval effectiveness are those
used in the focused task of the INEX’2007 ad hoc
track, namely the interpolated precision (iP) at se-
lected recall levels (iP[0.01], iP[0.05] and iP[0.10])
and the average interpolated precision (AiP), all of
them averaged across the 70 queries.

4.2 Evaluation Methodology

The objective is to compare the results returned by the
search engine for the original and expanded queries,
which are generated after knowing the relevance of
the first 10 structural units of the result list (this rele-
vance information is obtained from the relevance as-
sessments of INEX), so we can test if the expansion
of CAS queries with our approach is interesting.

This comparison is not an easy task because the
results from the expanded query could apparently be
very positive due to the fact that the elements judged
as relevant will probably appear in the first posi-
tions of the result list of the expanded query (this
fact is called ranking effect). The use of this data
for the training in the evaluation has an overfitting
effect which artificially improves the results. For
this reason, there are different techniques to evaluate
RF methodologies like residual collection or freezing
(Chang et al., 1971).

In our case, we will use the residual collection
method, but it has been adapted for structured docu-
ments (because we must take into account that if one
unit has been judged as relevant, then we have rele-
vance information about other units which could ap-
pear in the result list being ancestors or descendants of
it) and the focused task. Therefore, the method works
as follows:

� Original query: We consider the original ranking
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of the system, after removing the first 10 judged
structural units. This ranking will be considered
the baseline.

� Expanded query: The system runs the new ex-
panded query and then all the structural units
overlaping with the first 10 judged elements are
removed.

Then, these two retrieval lists could be compared
in order to measure the impact of RF, computing a
percentage of change in the performance measures.

4.3 Experimental Results

The first experiments that we have designed and run
under this evaluation framework, are based on the ex-
pansion of the sub-queries using different number of
terms and the expansion in different parts of the orig-
inal query. With the first parameter, we would like to
know the impact in the query performance when the
number of terms increases. With respect to the part of
the CAS query to be expanded, we are interested in
knowing which part of the query is more appropriate
for expansion. The number of terms used for the ex-
pansion is ranged from 1 to 10 and the expanded parts
are:

� Full expansion: All the sub-queries of the struc-
tural query are expanded.

� Context expansion: The sub-queries of the con-
text part are expanded. In this case we will con-
sider both the soft and hard version of the non-
relevance assumption.

� Target expansion: The sub-queries of the target
part are expanded.

The results of these experiments are summarized
in Tables 2 and 3. They display in the first row the
corresponding effectiveness measures for the baseline
(Original query) and for each one of the experimental
settings.

Focusing on the context subqueries (Table 2) we
use bold face to indicate the best results for each mea-
sure. Also, in those columns associated with the soft
non-relevance assumption (right hand side of the ta-
ble), we denote by the symblol + (or �) when un-
der the same number of expansion terms the soft ver-
sion is better (worse) than the hard one and we use the
symbol † to indicate that this option is better than the
best results obtained using the best expansion for the
hard version, i.e. to use only one expansion term.

From Table 2 some conclusions might be ob-
tained, first that by expanding only the context sub-
queries we can obtain minors improvements with re-
spect to the baseline (even in some cases the ex-

pansion of only the context part is not a good solu-
tion). Thus, the best results obtained for each mea-
sure achieve the following improvements: 2.30% for
iP[0.01], 7.88% for iP[0.05], 14.09% for iP[0.10] and
2.16% for AiP. Second, me might say that the perfor-
mance of the soft version outperforms the results of
the hard version when, under the same circumstances,
we compare 1-to-1, but soft version barely outper-
forms the best results of the hard version, obtained
when adding only one expansion term. As general
conclusion we can say that it is better to consider the
hard version for the non-relevance assumption. This
is because the soft version, which best results seem to
be obtained using 6 expansion terms, does not get, in
mean, better results than the best hard version. There-
fore, in the rest of the paper we will only consider the
hard version.

Focusing on Table 3, we present the results ob-
tained by expanding only the target subqueries and
also when expanding both subqueries, target and con-
text (in its hard version), named full expansion. In the
case of full expansion we have used the same number
of expansion terms in all the subqueries. In this table
we highlight with bold face the best results obtained
for each measure.

The first conclusion that can be obtained is that the
results obtained in this table are much better than the
ones obtained using context expansion. Comparing
full and target expansions, the first one, in general, ob-
tains better results in all the measures with significant
differences although it is smaller in the AiP measure.
With respect to the number of expansion terms, using
from 3 to 5 terms for every sub-query is the best so-
lution because the improvements we can achieve go
from 19.57% to 23.57% for the AiP measure in the
full expansion and from 19.77% to 22% in the target
expansion, but these improvements are higher if we
consider other measures like the ip[0.10], where the
percentages are ranging from a minimum of 39.92%
to a maximum of 43.90% in the full expansion and
from a minimum of 28.57% to a maximum of 33.48%
in the target expansion.

We believe that this best performance for these
numbers of terms is due to the short length of the sub-
queries (around two terms in average, with a maxi-
mum of four terms). So, if we consider fewer terms
(1-2) we can also get some improvements but they are
not so significant, and the use of more than 6 terms
provokes the decreasing of performance because we
could be introducing non representative terms in the
expanded sub-queries, thus changing the focus of the
original query and hence generating worse results.

Another important conclusion is that context and
target expansion reinforce each other. In most of the

A CONTENT-BASED APPROACH TO RELEVANCE FEEDBACK IN XML-IR FOR CONTENT AND STRUCTURE
QUERIES

425



Table 3: Results of the experiments for full and target expansion.

Full Exp. Target Exp.
k iP[0.01] iP[0.05] iP[0.10] AiP iP[0.01] iP[0.05] iP[0.10] AiP

Without RF 0.3460 0.2589 0.2214 0.0831 0.3460 0.2589 0.2214 0.0831
1 0.4239 0.3267 0.2848 0.0920 0.4080 0.3196 0.2716 0.0911
2 0.4361 0.3439 0.2923 0.0939 0.4107 0.3349 0.2744 0.0943
3 0.4433 0.3558 0.2984 0.0952 0.4177 0.3343 0.2730 0.0959
4 0.4356 0.3648 0.3186 0.1028 0.4312 0.3392 0.2955 0.1013
5 0.4407 0.3604 0.3116 0.0993 0.4294 0.3437 0.2895 0.0995
6 0.4137 0.3530 0.3098 0.0998 0.4063 0.3255 0.2847 0.0995
7 0.4245 0.3488 0.3111 0.0986 0.4147 0.3230 0.2784 0.0982
8 0.4158 0.3444 0.3106 0.0984 0.3907 0.3092 0.2790 0.0975
9 0.4188 0.3454 0.3059 0.0976 0.4008 0.3091 0.2733 0.0971

10 0.4283 0.3505 0.3078 0.1006 0.3938 0.3036 0.2707 0.0982

Table 4: Results of the experiments varying the number of expansion terms (k) in context sub-queries and fixed to 4 in target
sub-queries.

k iP[0.01] iP[0.05] iP[0.10] AiP
Without RF 0.3460 0.2589 0.2214 0.0831

1 0.4355 0.3591 0.3121 0.1035
2 0.4427 0.3700 0.3164 0.1040
3 0.4349 0.3643 0.3159 0.1019
4 0.4356 0.3648 0.3186 0.1028
5 0.4401 0.3681 0.3202 0.1015
6 0.4326 0.3633 0.3196 0.1004
7 0.4345 0.3626 0.3178 0.0995
8 0.4313 0.3568 0.3160 0.0994
9 0.4229 0.3461 0.3067 0.0972

10 0.4269 0.3510 0.3122 0.0979

experiments we have that the measure’s values of the
full expansion are strictly greater than the ones ob-
tained by expanding context or target isolately. More-
over, the improvement’s percentages obtained with a
full expansion are greater than the sum of the im-
provements obtained by context and target expansion.

Once we know that full expansion is the most ap-
propriate approach to expand CAS queries, we could
wonder how a different number of expansion terms in
the context and targets sub-queries could affect the re-
trieval performance. In order to answer this question
we have designed the following experiment: Firstly,
we fix to 4 the number of expansion terms for the tar-
get subquery (we assume that a good performance is
achieved with this configuration). Then, a new exper-
iment has been run by varying the number of expan-
sion terms in the context subqueries from 1 until 10.
Table 4 shows the absolute results obtained (in bold-
face the best results for each measure).

Observing this table, we could conclude that the
consideration of a different number of terms used to
expand in both parts of the CAS query is relevant in
terms of retrieval performance. In general, the best

overall results are obtained by using a different num-
ber of terms: four in the target (fixed) and two terms
in the context, although it represents a minor improve-
ment (around 1%) with respect to using four terms
also in the context. These results agree with the ones
obtained expanding only context in the original query,
as a large number of expansion terms in the context
seems to worse the performance. It seems more ef-
fective to leave the original context sub-queries un-
changed since, for retrieval purposes, they are less im-
portant than the target sub-queries.

5 CONCLUDING REMARKS
AND FUTURE RESEARCH

We present in this paper a new relevance feedback
framework for content and structure (CAS) queries.
This approach modifies the original queries keeping
the same structural restrictions but expanding the key-
word sub-queries with a best top weighted terms. This
framework has been evaluated with INEX 2006 and
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INEX 2007 collections.
Our future work will be concentrated on determin-

ing different rules for the expansion of sub-queries
studying different features of the original one with
the objective of getting the best number of terms for
the expansion of the sub-query. This process should
be automatic adapting the query to the user’s needs.
Also it is interesting to study how to apply negative
feddback in this framework, i.e. how to use the terms
in the non relevant units in order to best capture the
real intention of the user query.

Another interesting issue could be to modify
structural constraints (only in the context) in the
new expanded query. The objective part should not
be changed because this indicates the structural unit
which the user is interested in, so it must be the same
in both original and expanded queries but it could be
interesting to change, in some cases, the context re-
strictions.
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