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Abstract: Automatic parallelization has become a mainstream research topic for different reasons. For example, multicore architectures, which are now present even in laptops, have awakened an interest in software tools that can exploit the computing power of parallel processors. Distributed and (multi)agent systems also benefit from techniques and tools for deciding in which locations should processes be run to make a better use of the available resources. Any decision on whether to execute some processes in parallel or sequentially must ensure correctness (i.e., the parallel execution obtains the same results as the sequential), but also has to take into account a number of practical overheads, such as those associated with tasks creation, possible migration of tasks to remote processors, the associated communication overheads, etc. Due to these overheads and if the granularity of parallel tasks, i.e., the “work available” underneath them, is too small, it may happen that the costs are larger than the benefits in their parallel execution. Thus, the aim of granularity control is to change parallel execution to sequential execution or vice-versa based on some conditions related to grain size and overheads. In this work, we have applied fuzzy logic to automatic granularity control in parallel/distributed computing and proposed fuzzy conditions for deciding whether to execute some given tasks in parallel or sequentially. We have compared our proposed fuzzy conditions with existing (conservative) sufficient conditions and our experiments showed that the proposed fuzzy conditions result in more efficient executions on average than the conservative conditions.

1 INTRODUCTION

Automatic parallelization is nowadays of great interest since highly parallel processors, which were previously only considered in high performance computing, have steadily made their way into mainstream computing. Currently, even standard desktop and laptop machines include multicore chips with up to twelve cores and the tendency is that these figures will consistently grow in the foreseeable future. Thus, there is an opportunity to build much faster and eventually much better software by producing parallel programs or parallelizing existing ones, and to exploit these new multicore architectures. Performing this by hand will inevitably lead to a decrease in productivity. An ideal alternative is automatic parallelization. There are however some important theoretical and practical issues to be addressed in automatic parallelization. Two of them are: (i) preserving correctness (i.e., ensuring that the parallel execution obtains the same results as the sequential one) and (ii) theoretical efficiency (i.e., ensuring that the amount of work performed by executing some tasks in parallel is not greater than the one obtained by executing the tasks sequentially, or at least, there is no slow-down). Solutions to these problems have already been proposed, such as (Chassin and Codognet, 1994; Hermenegildo and Rossi, 1995). However, these solutions assume an idealized execution environment in which a number of practical overheads such as those associated with task creation, possible migration of tasks to remote processors, the associated communication overheads, etc, are ignored. Due to these overheads and if the granularity of parallel tasks, i.e., the “work available” underneath them, is too small, it may happen that the costs of parallel execution are larger than its benefits. In order to take these practical issues into account, some methods have been pro-
posed whereby the granularity of parallel tasks and their number are controlled. The aim of granularity control is to change parallel execution to sequential execution or vice-versa based on some conditions related to grain size and overheads. Granularity control has been studied in the context of traditional (Kraut-trachue and Lewis, 1988; McGreary and Gill, 1989), functional (Huelsbergen, 1993; Huelsbergen et al., 1994) and logic programming (Kaplan, 1988; Debray et al., 1990; Zhong et al., 1992; López-García et al., 1996). Taking all these theoretical and practical issues into account, an interesting goal in automatic parallelization is thus to ensure that the parallel execution will not take more time than the sequential one. In general, this condition cannot be determined before executing the task involved, while granularity control should intuitively be carried out ahead of time. Thus, we are forced to use approximations. One clear alternative is to evaluate a (simple) sufficient condition to ensure that the parallel execution will not take more time than the sequential one. This was the approach developed in (López-García et al., 1996). It has the advantage of ensuring that whenever a given group of tasks are executed in parallel, there will be no slowdown with respect to their sequential execution. However, the sufficient conditions can be very conservative in some situations and lead to some tasks being executed sequentially even when their parallel execution would take less time. Although not producing slowdown, this causes a loss in parallelization opportunities, and thus, no speedup is obtained. An alternative is to give up strictly ensuring the no slowdown condition in all parallel executions and to use some conditions that have a good average case behavior. It is in this point where fuzzy logic can be successfully applied to evaluate “fuzzy” conditions that, although can entail eventual slowdowns in some executions, speedup the whole computation on average (always preserving correctness).

It is remarkable the originality of this approach that is betting for the expressiveness of fuzzy logic to improve the decision making in the field of program optimization and, in particular, in automatic program parallelization, including granularity control.

1.1 Fuzzy Logic Programming

Fuzzy logic has been a very fertile area during the last years. Specially in the theoretical side, but also from the practical point of view, with the development of many fuzzy approaches. The ones developed in logic programming are specially interesting by their simplicity. The fuzzy logic programming systems replace their inference mechanism, SLD-resolution, with a fuzzy variant that is able to handle partial truth. Most of these systems implement the fuzzy resolution introduced by Lee in (Lee, 1972); the Prolog-Elf system (Ishizuka and Kanai, 1985), the FRIL Prolog system (Baldwin et al., 1995) and the F-Prolog language (Li and Liu, 1990).

One of the most promising fuzzy tools for Prolog was the “Fuzzy Prolog” system (Guadarrama et al., 2004). Fuzzy Prolog adds fuzziness to a Prolog compiler using CLP(Æ) instead of implementing a new fuzzy resolution method, as other former fuzzy Prologs do. It represents intervals as constraints over real numbers and aggregation operators as operations with these constraints, so it uses the Prolog built-in inference mechanism to handle the concept of partial truth.

1.1.1 RFuzzy

Besides the advantages of Fuzzy Prolog (Vaucheret et al., 2002; Guadarrama et al., 2004), its truth value representation based on constraints is too general, which makes it complex to be interpreted by regular users. That was the reason for implementing a simpler variant that was called RFuzzy (Pablos-Ceruelo et al., 2009a; Muñoz-Hernández et al., 2009; Pablos-Ceruelo et al., 2009b; Strass et al., 2009). In RFuzzy, the truth value is represented by a simple real number.

RFuzzy is implemented as a Ciao Prolog (Hermenegildo et al., 2008) package because Ciao Prolog offers the possibility of dealing with a higher order compilation through the implementation of Ciao packages. The compilation process of a RFuzzy program has two pre-compilation steps: (1) the RFuzzy program is translated into CLP(Æ) constraints by means of the RFuzzy package and (2) the program with constraints is translated into ISO Prolog by using the CLP(Æ) package.

As the motivation of RFuzzy was providing a tool for practical application, it was loaded with many nice features that represent an advantage with respect to previous fuzzy tools to model real problems. That is why we have chosen RFuzzy for the implementation of our prototype in this work.

2 THE GRANULARITY CONTROL PROBLEM

We start by discussing the basic issues to be addressed in our approach to granularity control, in terms of the generic execution model described in (López-García et al., 1996). In particular, we discuss how conditions
for deciding between parallel and sequential execution can be devised. We consider a generic execution model: let \( g = g_1, \ldots, g_n \) be a task such that subtasks \( g_1, \ldots, g_n \) are candidates for parallel execution. \( T_s \) represents the cost (execution time) of the sequential execution of \( g \) and \( T_p \) represents the (sequential) cost of the execution of subtask \( g_i \).

There can be many different ways to execute \( g \) in parallel, involving different choices of scheduling, load balancing, etc., each having its own cost (execution time). To simplify the discussion, we will assume that \( T_p \) represents in some way all of the possible costs. More concretely, \( T_p \leq T_s \) should be understood as “\( T_s \) is greater or equal than any possible value for \( T_p \).”

In a first approximation, we assume that the points of parallelization of \( g \) are fixed. We also assume, for simplicity, and without loss of generality, that no tests – such as, perhaps, “independence” tests (Chassin and Codognet, 1994; Hermenegildo and Rossi, 1995) – other than those related to granularity control are necessary. Thus, the purpose of granularity control will be to determine, based on some conditions, whether the \( g_i \)’s are going to be executed in parallel or sequentially. In doing this, the objective is to improve the ratio between the parallel and sequential execution times.

Performing an accurate granularity control at compile-time is difficult since most of the information needed, as for example, input data size, is only known at run-time. An useful strategy can be to do as much work as possible at compile-time and postpone some final decisions to run-time. This can be achieved by generating at compile-time cost functions which estimate task costs as a function of input data sizes, which are then evaluated at run-time when such sizes are known. Then, after comparing costs of parallel and sequential executions, it can be determined which of these types of executions must be performed. This scheme was proposed by (Debray et al., 1990) in the context of logic programs and by (Rabhi and Manson, 1990) in the context of functional programs. An interesting goal is to ensure that \( T_p \leq T_s \). In general, this condition cannot be determined before executing \( g \), while granularity control should intuitively be carried out ahead of time. Thus, we are forced to use approximations. The way in which these approximations can be performed, is the subject of the two following sections.

3 THE CONSERVATIVE (SAFE) APPROACH

The approach proposed in (López-García et al., 1996) consists on using safe approximations, i.e., evaluating a (simple) sufficient condition to ensure that the parallel execution will not take more time than the sequential one. Ensuring \( T_p \leq T_s \) corresponds to the case where the action taken when the condition holds is to run in parallel, i.e., to a philosophy were tasks are executed sequentially unless parallel execution can be shown to be faster. We call this “parallelizing a sequential program.” The converse approach, “sequentializing a parallel program,” corresponds to the case where the objective is to detect whether the sufficient condition \( T_s \leq T_p \) holds.

Parallelizing a Sequential Program. In order to derive a sufficient condition for the inequality \( T_p \leq T_s \), we obtain upper bounds for its left-hand-side and lower bounds for its right-hand-side, i.e., a sufficient condition for \( T_s \leq T_p \) is \( T_p^u \leq T_s^l \), where \( T_p^u \) denotes an upper bound on \( T_p \) and \( T_s^l \) a lower bound on \( T_s \). We will use the superscripts \( l \) and \( u \) to denote lower and upper bounds respectively throughout the paper. The discussion about how these upper and lower bounds on the sequential and parallel execution times can be estimated are outside the scope of this paper. We refer the reader to (Mera et al., 2008) and (López-García et al., 1996) for a full description of compile-time analysis that obtain lower and upper bounds on sequential and parallel execution times respectively as functions of input data sizes.

Sequentializing a Parallel Program. Assume now that we want to detect when \( T_s \leq T_p \) holds, because we have a parallel program and want to profit from performing some sequentializations. In this case, a sufficient condition for \( T_s \leq T_p \) is \( T_s^u \leq T_p^l \).

4 THE FUZZY APPROACH

In some scenarios, it is not allowed to perform parallelizations if it does not ensure any speedup. However, in most environments it is justified to sacrifice efficiency in some cases in order to improve the speedup on average or in the majority of the cases. Thus our approach is to give up strictly ensuring that \( T_p \leq T_s \) holds and to use some relaxed heuristics using fuzzy logic able to detect favorable cases.

We use as a decision criteria the formula \( T_p \leq T_s \). It is easy to transform the formula in \( 1 \leq T_s/T_p \) or the
They are greater, 0 and 1. We have defined other predicates similar to a logic predicate intermediate truth values in between going to be rejected. Let us introduce the concept of that some cases in which the value is close to 1 are rejected. The concept of being “greater than” is very strict in the sense talking about this predicate. We can see that the concept is presented by the predicate greater1/1 that is going to represent the condition of parallelizing or not a set of fuzzy tasks. All the granularity control methods have been implemented in Ciao Prolog. The classical logic rules have been implemented using the CLP(Q) package and the fuzzy logic rules using the Rfuzzy package.

5 EXPERIMENTAL RESULTS

We have developed a prototype (Section 5.1) of a task scheduler based on the approach described in Section 4. We have prepared a common framework to test the behavior of a set of different heuristics (Section 5.2) and we have compared them also with the classical logic rules. For a better understanding of these experiments, we present the behavior of our prototype for a progression of execution time data (Section 5.4). Finally, we have tested our prototype with real programs (Section 5.5) in order to demonstrate that it can be successfully applied in practice.

5.1 Prototype Implementation

All the granularity control methods have been implemented in Ciao Prolog. The classical logic rules have been implemented using the CLP(Q) package and the fuzzy logic rules using the Rfuzzy package.

We have decided to use logic programming for implementing our approach because of its simplicity and for taking the advantage of some useful extensions provided by the Ciao Prolog framework. In particular, Ciao Prolog has integrated static analysis techniques for obtaining upper and lower bounds on execution times and a fuzzy library for the calculation of certainty factors.

As explained before, in our new approach to granularity control, the decision of how to execute is based on the certainty factors associated to both, sequential and parallel executions. So that, first of all, we have to quantify such certainty and then decide how to execute. The value to the certainty factors is provided by fuzzy rules that are able to combine fuzzy values using aggregation operators. According to RFuzzy syntax:

\[
\begin{align*}
SEQ(P,V_p) & : \text{op cond}_1(V_1), \text{cond}_2(V_2), \ldots, \text{cond}_n(V_n), \\
PAR(P,V_p) & : \text{op' cond}^*_1(V'_1), \text{cond}^*_2(V'_2), \ldots, \text{cond}^*_n(V'_n).
\end{align*}
\]

The truth value \(V_p\) represents how much executing the program \(P\) in a sequential way is adequate. \(V_p\) is obtained by combining the truth values of the partial conditions \(V_1, \ldots, V_n\) with the aggregation operator \(\text{op}\). Symmetrically, \(V_p\) represents how much adequate is the parallel execution for the program \(P\).

The bigger factor (SEQ or PAR) will point out the selected execution (sequential or parallel).

In order to test the behavior of our method we have developed a set of conditions comparing a group of tasks. Instead of deciding about the goodness of the parallelization depending on a crisp condition as in the conservative approach, in this paper we are going to make the decision attending to a couple of certainty factors: \(SEQ\), the certainty factor that is going to represent the preference (its truth value) for executing the sequential variant of a program, and \(PAR\), the certainty factor that is going to represent the preference (its truth value) for executing the parallel variant of such program. Both certainty factors are real numbers, \(SEQ, PAR \in [0, 1]\). The way of assigning a value to each certainty factor is not unique. We can define different fuzzy heuristics for their calculation. In Section 5.2 we are going to compare a set of them to choose (in Section 5.3) our selected model.

Once the values of \(SEQ\) and \(PAR\) have been already assigned, if \(PAR > SEQ\) then our task scheduling prototype executes the parallel variant of the program, otherwise it executes the sequential one.

4.1 Decision Making

Instead of deciding about the goodness of the parallelization depending on a crisp condition as in the conservative approach, in this paper we are going to make the decision attending to a couple of certainty factors: \(SEQ\), the certainty factor that is going to represent the preference (its truth value) for executing the sequential variant of a program, and \(PAR\), the certainty factor that is going to represent the preference (its truth value) for executing the parallel variant of such program. Both certainty factors are real numbers, \(SEQ, PAR \in [0, 1]\). The way of assigning a value to each certainty factor is not unique. We can define different fuzzy heuristics for their calculation. In Section 5.2 we are going to compare a set of them to choose (in Section 5.3) our selected model.

Once the values of \(SEQ\) and \(PAR\) have been already assigned, if \(PAR > SEQ\) then our task scheduling prototype executes the parallel variant of the program, otherwise it executes the sequential one.
of values of execution times: \( \{T_p^0, T_p^m, T_s^i, T_s^m, T_p^u, T_s^u\} \) by pairs. The comparison that makes each condition is calculated with the fuzzy relations \( \text{quite \_ greater} \) and \( \text{rather \_ greater} \) (represented in Figure 1), whose definitions are:

\[
\begin{align*}
\text{quite \_ greater}(X) &= \begin{cases} 
0 & \text{if } X \leq 7 \\
\frac{X}{7} & \text{if } 7 < X < 8 \\
1 & \text{if } X \geq 8 
\end{cases} \\
\text{rather \_ greater}(X) &= \begin{cases} 
0 & \text{if } X \leq -14 \\
\frac{X + 14}{29} & \text{if } -14 < X < 15 \\
1 & \text{if } X \geq 15 
\end{cases}
\end{align*}
\]

We also use the relative harmonic difference, an experimental relation described in (Mera et al., 2008) as follows:

\[
\text{harmonic \_ diff}(X, Y) = \frac{X - Y}{1/X + 1/Y}.
\]

5.2 Heuristic Comparison

In this section we discuss the evaluation of our prototype with different aggregation operators. A suite of benchmarks to test the prototype has been developed. Each benchmark has been defined in terms of its execution times (average, upper and lower bounds on parallel and sequential execution times) in order to see if the new approach provides better results than the conservative one. Obviously, in real cases, these values will need to be estimated at compile-time using a program analyzer like, for example, CiaoPP (Hermenegildo et al., 2005; Mera et al., 2008). Table 2 contains the description of the benchmarks. Each row shows the information of one program. The first column contains the name of the program and, under it and between brackets, the name of the figure which contains the graphical representation of the benchmark. This figure allows to identify the optimal execution in a graphic way. The following columns show: \( T_p^m \) (lower bound on sequential execution time), \( T_s^u \) (upper bound on sequential execution time), \( T_p^u \) (lower bound on parallel execution time), \( T_s^m \) (average parallel execution time) and \( T_p^m \) (upper bound on parallel execution time). Each execution time is in microseconds.

Figures 2, 3, 4, 5, 6 and 7 describe the benchmarks in a graphic way. In horizontal we find both (parallel and sequential) executions. In vertical we find, for each execution, the interval comprised between its upper and lower bound on execution time.

To make things simpler, we refer to the fuzzy set as \( gt \), and to the relative harmonic difference relation as \( \text{hd} \).

The rules of fuzzy logic for calculating each condition

<table>
<thead>
<tr>
<th>Program</th>
<th>Aggregation Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>max</td>
</tr>
<tr>
<td>p1</td>
<td>1.23</td>
</tr>
<tr>
<td>p2</td>
<td>0.42</td>
</tr>
<tr>
<td>p3</td>
<td>0.93</td>
</tr>
<tr>
<td>p4</td>
<td>0.43</td>
</tr>
<tr>
<td>p5</td>
<td>0.62</td>
</tr>
<tr>
<td>p6</td>
<td>0.56</td>
</tr>
<tr>
<td>average</td>
<td>0.70</td>
</tr>
</tbody>
</table>

\( PAR_i \) or \( SEQ_i \), \( 1 \leq i \leq 7 \) (see Table 3), have been composed using several aggregation operators but the results have shown that only the t-conorms \( \text{max} \), Lukasiewicz (\( \text{dluka} \)) and sum (\( \text{dprod} \)) are correct (i.e., always suggest the optimal execution) so we do not
Table 2: Benchmark program execution times (in microseconds).

<table>
<thead>
<tr>
<th>Program</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>p1 (Figure 2)</td>
<td>$T^l_s$</td>
</tr>
<tr>
<td>p2 (Figure 3)</td>
<td>400</td>
</tr>
<tr>
<td>p3 (Figure 4)</td>
<td>50</td>
</tr>
<tr>
<td>p4 (Figure 5)</td>
<td>250</td>
</tr>
<tr>
<td>p5 (Figure 6)</td>
<td>50</td>
</tr>
<tr>
<td>p6 (Figure 7)</td>
<td>200</td>
</tr>
</tbody>
</table>

show the rest of the tested operations\(^1\) in the results. We have seen how the three t-conorms max (\(\text{max}\)), Lukasiewicz (\(\text{dluka}\)) and sum (\(\text{dprod}\)) have the same behavior. Thus, in order to choose one of these aggregation operators, we have followed the criteria of the one more efficiently evaluated. In this sense, we have measured the execution time of evaluating the condition \(\text{PAR}_1\) for each program using the three operators. These execution times have been obtained over an Intel platform (Intel Pentium 4 CPU 2.60GHz). They are shown in Table 1. The first column shows the name of the program (see Table 2) and the three next ones, the aggregation operators. Each row shows the execution time (in microseconds) of the evaluation of the condition \(\text{PAR}_1\) (see Table 3) for the program using the three mentioned operators. The last row contains, for each operator, an average value on the execution time of evaluating such condition for all the programs. As we can see, the results are very similar for the aggregation operators \(\text{max}\) and \(\text{dluka}\) while for \(\text{dprod}\) are almost always bigger. Although \(\text{max}\) is a little bit less efficient (on average) than \(\text{dluka}\), \(\text{max}\) seems to be the best option due to its simplicity.

The whole set of proposed certainty factors and the results for each approach are shown in Table 3. They correspond to the case of parallelizing a sequential program (i.e., where the action taken by default when there is no evidence towards executing is parallel is to execute sequentially). The first column shows the name of the program. The second column shows what would be the right (optimal) decision about the type of execution that should be performed (either parallel or sequential). The rest of the columns contain the results of evaluating the conditions. Columns 3 and 4 contain the results obtained

\(^1\)The rest of the tested operations are: \(\text{min}\), \(\text{luka}\) and \(\text{prod}\).
**Table 3: Selected executions using the whole set of rules.**

<table>
<thead>
<tr>
<th>Program</th>
<th>Optimal</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Classical Logic (Greater)</td>
</tr>
<tr>
<td></td>
<td>PAR</td>
</tr>
<tr>
<td>p3</td>
<td>Parallel</td>
</tr>
<tr>
<td>p2</td>
<td>Sequential</td>
</tr>
<tr>
<td>p3</td>
<td>Parallel</td>
</tr>
<tr>
<td>p4</td>
<td>Sequential</td>
</tr>
<tr>
<td>p5</td>
<td>Parallel</td>
</tr>
<tr>
<td>p6</td>
<td>Parallel</td>
</tr>
</tbody>
</table>

**Conditions:**

- PAR is $T_p^u \leq T^i$
- SEQ is $T_p^u = T^i$
- PAR is $\max(\text{gt}(T_p^u / T^i))$
- SEQ is $\max(\text{gt}(T_p^u / T^i))$
- PAR is $\max(\text{gt}(T_p^u / T^i))$
- SEQ is $\max(\text{gt}(T_p^u / T^i))$
- PAR is $\max(\text{gt}(T_p^u / T^i))$
- SEQ is $\max(\text{gt}(T_p^u / T^i))$
- PAR is $\max(\text{gt}(T_p^u / T^i))$
- SEQ is $\max(\text{gt}(T_p^u / T^i))$

using the conservative approach, while columns 5-18 contain the results obtained using our proposed conditions based on fuzzy logic. Each column in the later group of columns corresponds to a different fuzzy condition. The selected type of execution (using the process explained in Section 4.1) are highlighted. SEQ and PAR are the truth values obtained for the certainty factors of the sequential and parallel executions of the program $p_i$. We have performed the experiments for two different levels of flexibility using quite_greater and rather_greater respectively. The decisions made by using the fuzzy logic approaches are always the optimal ones for these experiments. However, the conservative approach (classical logic) disagrees with the optimal ones in half of the cases. For example, the condition $T_p^u \leq T^i$ holds for $p_1$ (see Figure 2). Thus, the parallel execution of $p_1$ is more efficient than the sequential one. In this case, both the conservative approach (classical logic) and the fuzzy logic approach agree in that the execution of $p_1$ should be parallel. The converse condition ($T_p^u \geq T^i$) holds for program $p_2$ (see Figure 3), and thus, the optimal action is executing it sequentially. In this case, both approaches agree in that the execution of $p_2$ should be parallel.

For programs 3-6, the classical logic truth values ($\text{PAR}_i$ and $\text{SEQ}_i$) are always zero, which means that the suggested type of execution is sequential for all of these programs (i.e., the default type of execution). However, from Figures 4, 5, 6, and 7, we can see that in some cases the optimal decision is to execute these programs in parallel. For example, consider program $p_3$ (see figure 4). We have that $T_p^u = 450 \mu s$. 49
Table 4: Progression of decisions using the fuzzy set quite greater.

<table>
<thead>
<tr>
<th>Execution</th>
<th>Optimal</th>
<th>Classical Logic (Greater)</th>
<th>Fuzzy Logic (Quite greater)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PAR</td>
<td>SEQ</td>
</tr>
<tr>
<td>p3_execution1</td>
<td>Parallel</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution2</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution3</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution4</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution5</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution6</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution7</td>
<td>Sequential</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution8</td>
<td>Sequential</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution9</td>
<td>Sequential</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution10</td>
<td>Sequential</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution11</td>
<td>Sequential</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution12</td>
<td>Sequential</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution13</td>
<td>Sequential</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution14</td>
<td>Sequential</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>p3_execution15</td>
<td>Sequential</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Conditions:
- \( \text{PAR}_c \) is \( T_p^c \leq T_s \)
- \( \text{SEQ}_c \) is \( T_d^c \leq T_p^c \)
- \( \text{PAR}_2 \) is \( \max(\text{gt}(T_p^c/T_p^u), \text{gt}(T_p^c/T_p^u), \text{gt}(T_p^u/T_p^u)) \)
- \( \text{SEQ}_2 \) is \( \max(\text{gt}(T_p^u/T_p^u), \text{gt}(T_p^u/T_p^u), \text{gt}(T_p^u/T_p^u)) \)

Figure 4: Program p3.

and \( T_p^c = 250 \mu s \), and thus \( T_p^c \leq T_s \) does not hold. The decision of executing \( p3 \) sequentially made by classical logic is safe. However, in this case, since \( T_p^c = 800 \mu s \), assuming that \( p3 \) is run a significant number of times, we have that on average, executing \( p3 \) in parallel would be more efficient than executing it sequentially. In contrast, our proposed fuzzy approach selects the optimal type of execution for \( p3 \): its two subtasks should be executed in parallel. Program \( p4 \) (see figure 5) represents the opposite case. In this case \( T_p^u = 250 \mu s \) and \( T_s^l = 100 \mu s \) so \( T_p^u \leq T_s^l \) does not hold. But in this case \( T_p^u = 550 \mu s \) and \( T_p^u = 250 \mu s \). Thus, the best choice seems to be executing \( p4 \) sequentially. This is the type of execution suggested by our fuzzy conditions. However, using classical logic, the selected execution is sequential (the one selected by default when none of the sufficient conditions \( \text{PAR}_c \) nor \( \text{SEQ}_c \) hold). However, our fuzzy logic
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Conditions provide enough evidences that support the decision of executing in parallel.

In the situations illustrated by the last two programs it is not so clear what type of execution should be selected. For program p5 we have that \( T^u_p = 450 \mu s \) and \( T^l_p = 200 \mu s \). Thus, since the sufficient condition \( T^p_p \leq T^l_p \) for executing in parallel does not hold, it seems that the program should be executed sequentially. However, since \( T^l_p = 200 \mu s \) and \( T^u_p = 600 \mu s \), the sufficient condition \( T^u_s \leq T^l_p \) for executing in parallel does not hold either. Now, using our fuzzy logic approach, taking the four values \( T^u_p, T^l_p, T^u_s \) and \( T^l_s \) into account, a certainty factor of nearly 0.5 suggests that the best choice is to execute p5 in parallel.

For program p6 (see figure 7), none of the sufficient conditions \( T^u_p \leq T^l_p \) and \( T^u_s \leq T^l_p \) (for selecting parallel and sequential execution respectively) hold. However, since \( T^l_p \leq T^u_s \) and \( T^l_p \leq T^u_s \) hold, it is clear that the execution time of the sequential execution is going to belong to an interval whose limits are bigger than the limits of the parallel execution. Thus, it is more likely that the execution time of the parallel execution be less than the execution time of the sequential one, so that the right decision seems to execute p6 in parallel. We can see that our proposed fuzzy conditions also suggests the parallel execution.

Finally, we can see that in those cases in which classical logic suggests a type of execution (with truth value 1), our fuzzy logic approach suggests the same type of execution (sequential or parallel).

5.3 Selected Fuzzy Model

Table 3 shows that all the fuzzy conditions (Fuzzy 1-7) select the same type of execution, sequential or parallel (independently of the fuzzy set used, either quite_greater or rather_greater). Our goal is to detect those situations where the parallel execution is faster than the sequential one, such that a conservative (safe) approach is not able to detect it but the fuzzy approach is. Approaches Fuzzy 4, 5, 6 and 7 suggest parallel execution with less evidence than Fuzzy 1, 2 and 3 for both fuzzy sets (quite_greater and rather_greater). As we are interested in suggesting to execute in parallel with evidences as bigger as possible we rule out this subset of conditions and we focus our attention in the first set. Both Fuzzy 2 and 3 obtain the same values in all cases. Furthermore they provide higher evidences for parallel execution than the condition Fuzzy 1. This fact can be seen in programs p3, p5 and p6. As Fuzzy 2 is a subset of Fuzzy 3, evaluating the first one is more efficient than the second one (the Fuzzy 3 condition has one more comparison). Thus, the condition that we have selected is Fuzzy 2:

\[
\text{PAR is max}(\text{gt}(T^u_p / T^u_p), \text{gt}(T^l_p / T^u_p), \text{gt}(T^u_p / T^u_p))
\]

This condition obtains a better average case behavior by relaxing decision conditions (and losing some precision). There may be cases in which our approach will select the slowest execution, however it will select the fastest one in a bigger number of cases. This tradeoff between safety and efficiency makes this new approach only applicable to non-critical systems, where no constraints about execution times must be met, and a wrong decision will only cause a slowdown which is admissible. In the same way that it happens in the conservative approach, the fuzzy approach for sequentializing a parallel program is also symmetric to the problem of parallelizing a sequential program. The condition that we have selected for sequentializing a parallel program is:

\[
\text{SEQ is max}(\text{gt}(T^l_p / T^u_s), \text{gt}(T^l_p / T^u_s), \text{gt}(T^u_p / T^u_s))
\]
5.4 Decisions Progression

Focusing on program \( p3 \) and using the fuzzy set \( \text{quite_greater} \) with the selected fuzzy model (in Section 5.3) we have developed an incremental experiment whose results are shown in Table 4. The main goal is to see how with this fuzzy logic approach we can select the optimal execution in those cases in which the conservative approach is not able to give a conclusion, and also, how our fuzzy logic approach detects all situations (safely) detected optimal by the conservative approach. Figure 8 shows all the execution scenarios. The sequential execution times are fixed, while the parallel execution ones depend on each scenario. The later are represented by pairs \( (T_p(i), T_u(i)) \) where \( i \) is the concrete case. The parallel execution times of each scenario are the times of the previous one plus 50 units, in order to appreciate the progression. The times of the first scenario are \( T_p(1) = 100 \mu s \) and \( T_u(1) = 250 \mu s \). Attending to classical logic we can see how only when \( PAR = 1 \) or \( SEQ = 1 \) we obtain a justified answer (that the program must be executed in parallel or sequentially respectively). In the rest of the cases the selected type of execution is sequential by default, since we are following the philosophy of parallelizing a sequential program, and there are no evidences towards either type of execution. On the other hand, fuzzy logic always selects the optimal execution (supported by evidences).

5.5 Experiments with Real Programs

The former experiments (Section 5.2) have shown that our fuzzy granularity control framework is able to capture which is the optimal type of execution on average. Moreover, in order to ensure that our approach can be applied in practice, we have performed some experiments with real programs (and real execution times). The experimental assessment have been made over an UltraSparc-T1, 8 cores x 1GHz (4 threads per core), 8GB of RAM, SunOS 5.10.

We have tested the fuzzy model selected in Section 5.3, so that only upper and lower bounds on (parallel and sequential) execution times were needed. Sequential execution times have been measured directly over the execution platform (executing the worst and best possible cases) while the parallel ones have been estimated.

The number of cores of the processor is denoted as \( p \), the number of tasks (candidates for parallel or sequential execution) as \( n \), and the relation \( \lceil n/p \rceil \) is denoted as \( k \). We consider two different overheads of parallel execution: (a) the time needed for creating \( n \) parallel tasks, called \( Create(n) \), and (b) an upper bound on the time taken from the point in which a parallel subtask \( g_i \) is created until its execution is started by a processor, denoted as \( SysOverhead_i \). Both types of overheads have been experimentally measured for the execution platform. For the first one, we have measured directly the time of creating \( p \) threads. The second one has been obtained by using the expression \( (S/2)P \), where \( S \) and \( P \) are the measured execution times of a program consisting of two perfectly balanced tasks running with one and two threads respectively.

There are different ways of executing a task in parallel depending on the scheduling. The highest parallel execution time will be the one with the worst scheduling (i.e., the one in which the cores are idle as much as possible). Consider a task \( g = g_1, \ldots, g_n \) such that subtasks \( g_1, \ldots, g_n \) are candidates for parallel execution. Assume that \( T_s_i \) represents the cost (execution time) of the execution of subtask \( g_i \). Assume also that \( T_s_{i1}, T_s_{i2}, \ldots, T_s_{in} \) are in descending order of cost and that an ideal parallel execution environment has no parallel execution overheads. Then, we can estimate \( T_p \) and \( T_u \) as follows:

\[
T_p = T_f^l/p \tag{1}
\]

\[
T_u = Create(p) + \sum_{i=1}^{k}(SysOverhead_i + T_{n_i}) \tag{2}
\]

Table 6 shows the experimental results. The first four columns show the same information as in Table 3, although in this table \( Program \) refers to the benchmarks in Table 5. For space reasons, Table 6 only shows results for a subset of inputs. In particular, \( \text{Fibonacci} \) and \( \text{Hanoi} \) have been tested with the set of inputs \{1,18\} and \{1,14\} respectively. The assessment of the fuzzy approach proposed in this paper is similar for the whole set of tested inputs. The last row shows the speedup of our fuzzy approach with respect to the conservative approach: speedup = \( \frac{T_c}{T_f^l} \), where \( T_c \) is the time of the selected execution using the conservative approach and \( T_f^l \) is the time of the selected execution using our fuzzy approach. A positive value of speedup means that the execution selected with our approach is faster than the one selected by the conservative approach.

Table 5: Real programs for experimental assessment.

<table>
<thead>
<tr>
<th>Program</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qsort</td>
<td>qsort(n) sorts a list of n random elements.</td>
</tr>
<tr>
<td>Fib</td>
<td>fib(n) obtains the nth Fibonacci number.</td>
</tr>
<tr>
<td>Hanoi</td>
<td>hanoi(n) solves Hanoi puzzle with 3 rods and n disks.</td>
</tr>
</tbody>
</table>
Our fuzzy conditions obtain, in the worst case, the same results \((\text{Speedup} = 1.0)\) than the conservative one. In the rest of the cases, it improves the performance of the conservative approach.

We can distinguish two main sets of cases in Table 6: one set made up of \texttt{qsort} and the other set made up of \texttt{fib} and \texttt{hanoi}. In the first set the upper bound on the sequential execution time is different from the lower bound, while in the second set both bounds are the same. Our approach improves the conservative one in the first set of cases, whereas in the second set, it provides the same performance than the conservative approach. This is understandable, since the execution time for the first set of cases not only depends on the length of the input list, but also on the values of its elements. Thus, for a given list length, there may be different execution times, depending on the actual values of the lists with such length. However, in the second set of cases, the execution time only depends on the size (using the integer value metric) of the input argument, and all executions for the same input data size take the same execution time.

6 CONCLUSIONS

We have applied fuzzy logic to the program optimization field, in particular, to automatic granularity control in parallel/distributed computing. We have derived fuzzy conditions for deciding whether to execute some tasks in parallel or sequentially, using information about the cost of tasks and parallel execution overheads.

We have performed an experimental assessment of the fuzzy conditions and identified the ones that have the best average case behavior. We have also compared our proposed fuzzy conditions with existing sufficient (conservative) ones for performing granularity control. Our experiments showed that the proposed fuzzy conditions result in better program optimizations (on average) than the conservative conditions. The conservative approach ensures that execution decisions will never result in a slowdown, but loses some parallelizations opportunities (and thus, no speedup is obtained). In contrast, the fuzzy approach makes a better use of the parallel resources and although fuzzy conditions can produce slowdown for some executions, the whole computation benefits from some speedup on average (always preserving correctness). Of course, the fuzzy approach is applicable in scenarios where the no slowdown property is not needed, as for example video games, text processors, compilers, etc.

Experiments performed with real programs (and real execution times) have demonstrated that our approach can be successfully applied in practice. We intend to perform a more rigorous and broad assessment of our approach, by applying it to large real life programs and using fully automatic tools for estimating execution times.

Although a lot of work still remains to be done, the preliminary results are very encouraging and we
Table 6: Selected executions for real programs.

<table>
<thead>
<tr>
<th>Execution</th>
<th>Optimal</th>
<th>Classical Logic</th>
<th>Fuzzy Logic</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(Greater)</td>
<td>(Quite greater)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Classical</td>
<td>Fuzzy 2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>PAR</td>
<td>SEQ</td>
<td>PAR</td>
</tr>
<tr>
<td>qsort(250)</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>qsort(500)</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>qsort(750)</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>qsort(1000)</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>qsort(1250)</td>
<td>Parallel</td>
<td>0</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>fib(1)</td>
<td>Parallel</td>
<td>1</td>
<td>1</td>
<td>0.53</td>
</tr>
<tr>
<td>fib(3)</td>
<td>Sequential</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>fib(5)</td>
<td>Parallel</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>fib(7)</td>
<td>Parallel</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>fib(12)</td>
<td>Parallel</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>hanoi(1)</td>
<td>Parallel</td>
<td>1</td>
<td>1</td>
<td>0.53</td>
</tr>
<tr>
<td>hanoi(2)</td>
<td>Sequential</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>hanoi(3)</td>
<td>Sequential</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>hanoi(4)</td>
<td>Sequential</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
</tr>
<tr>
<td>hanoi(5)</td>
<td>Sequential</td>
<td>1</td>
<td>0</td>
<td>0.6</td>
</tr>
</tbody>
</table>

Conditions:

\[
\begin{align*}
\text{PAR}_c & \leq \frac{T_u}{T_p} \\
\text{SEQ}_c & \leq \frac{T_u}{T_p} \\
\text{PAR}_2 & = \max(\text{gt}(\frac{T_u}{T_p}), \text{gt}(\frac{T_u}{T_p}), \text{gt}(\frac{T_u}{T_p})) \\
\text{SEQ}_2 & = \max(\text{gt}(\frac{T_u}{T_p}), \text{gt}(\frac{T_u}{T_p}), \text{gt}(\frac{T_u}{T_p}))
\end{align*}
\]

believe that it is possible to exploit all the potential offered by multicore systems by applying fuzzy logic to automatic program parallelization techniques.
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