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Abstract: The aim of this paper is to initiate a new direction for the investigation of multi-agent systems. We will consider the insertion systems as very simple multi-agent systems, where the agents are consisting of their insertions. We define the systems and describe their working and main features. The central development of the paper is the application of such systems to parsing. Some examples to natural language processing are introduced that can illustrate the system.

1 INTRODUCTION

Although interaction between the fields of formal languages and multi-agents systems is not frequent, there are some examples that illustrate the high theoretical and applied potential of such collaboration.

Grammar Systems (Csuhaj-Varjú et al., 1994) are widely considered as a particular case of multi-agent system focusing in the special task of generating – and accepting (Fernau et al., 1996) – languages.

Another interesting interdisciplinary approach was given by Networks of Evolutionary Processors (NEPs), introduced in (Castellanos et al., 2003), a type multi-agent systems in the area of formal languages and bio-molecular computing. An overview of the generative power and complexity results of NEPs has can be found in (Martín-Vide and Mitrana, 2005).

It is not easy to find in the literature practical applications of Grammar Systems or NEPs. In what refers to Networks of Evolutionary Processors, some ideas have been launched for parsing of natural languages (Bel-Enguix et al., 2009; Ortega et al., 2009) starting from the idea of accepting NEPs, introduced in (Margenstern et al., 2004) and developed in several papers (Manea and Mitrana, 2009).

In this work, we will describe a polynomial parser working on insertion (derivation) systems which can be considered as very simple multi-agent systems. Following with the tradition of NEPs, we want to use a method that can make some contribution to both multi-agent systems and formal languages. We are also preliminary applying the mechanism to parsing of natural languages.

2 INSERTION SYSTEMS

Insertion systems have been introduced and studied in (Galiukschov, 1981). Characterization of recursively enumerable languages by insertion systems is given in (Păun et al., 1998; Kari and Sosík, 2009; Madhu et al., 2009).

An insertion system (which is also called insertion grammar in the literature) is a construct \( G = (V, A, P) \), where \( V \) is the (finite) alphabet, \( A \subseteq V^* \) is the (finite) set of axioms, and \( P \subseteq \{ (u, \alpha, v) \mid u, \alpha, v \in V^* \} \) is the (finite) set of insertion rules. An insertion rule \((u, \alpha, v) \in I\) indicates that the string \( \alpha \) can be inserted in between \( u \) and \( v \). The rule \((u, \alpha, v) \in I\) corresponds to the rewriting rule \( uv \xrightarrow{\alpha} u\alpha v \). We denote by \( \xrightarrow{\alpha} \) the relation defined by an insertion rule (formally, \( x \xrightarrow{\alpha} y \) iff \( x = x_1\alpha x_2, y = x_1\alpha x_2, \) for some \((u, \alpha, v) \in I\) and \( x_1, x_2 \in V^* \)). We denote by \( \xrightarrow{\alpha}^+ \) the reflexive and transitive closure of \( \xrightarrow{\alpha} \) (as usual, \( \xrightarrow{\alpha}^+ \) is its transitive closure). The language generated by \( G \) is defined by

\[ L(G) = \{ w \in V^* \mid x \xrightarrow{\alpha}^+ w, x \in A \}. \]

We say that an insertion system has weight
\[(l,m,m')\] if
\[
l = \max \{ \alpha \mid (u, \alpha, v) \in P \};
m = \max \{ \mu \mid (u, \alpha, v) \in P \};
m' = \max \{ \nu \mid (u, \alpha, v) \in P \}.
\]

For example, consider an insertion system of the weight \((2,0,0)\) \(\Pi = \{(a,b), \{\epsilon\}, \{(\epsilon,ab,\epsilon)\}\). Then, it is clear that \(\Pi\) generates the Dyck language.

We denote by \(\text{INS}_{l,m,m'}\) the family of languages generated by insertion systems of weight \((l,m,m')\). In the sequel we will restrict ourselves to insertion systems of weight \((l,1,1)\), i.e., we assume that all insertions have the form \((a,a_1 \cdots a_k,b)\), where \(a,a_1,\ldots,a_k,b \in V\), and \(k \leq l\). It is well-known that the family of languages \(\text{INS}_{l,1,1}\) \(l \geq 1\) is a proper subfamily of context-free languages (Ptáček, 1997), for which there are well-known parsers working in polynomial time. Therefore, we expect to find parsers of polynomial power for insertion systems of weight \((l,1,1)\) too.

3 PARISING FOR SIMPLE INSERTION SYSTEMS

For the sake of simplicity, first we assume that \(A\) is a singleton having a string of length two. We call this type of insertion systems simple.

For simple insertion systems, we can show an effective parsing technique based on the idea of CYK algorithm (Cocke and Schwartz, 1970; Kasami, 1965; Younger, 1967). The input to the algorithm is a simple insertion system \(\mathcal{G} = (V,A,P)\) and a string \(w = a_1 \cdots a_m \in V^*\). In \(O(n^3)\) time, the algorithm constructs a table that checks whether \(w\) is in \(L(\mathcal{G})\). Note that when computing the running time of the checking, the system itself is considered fixed, and its size contributes only a constant factor to the running time, which is measured in terms of the length of the string \(w\) whose membership in \(L(\mathcal{G})\) is being tested. In this algorithm, we construct a triangular table, called parsing table, as shown in Table 1.

The parsing table consists of \(n - 1\) rows and \(n - 1\) columns, where \(n\) denotes the length of the parsed word. To fill the table, we work row-by-row upwards. Each row corresponds to substrings of the given length; the bottom row is for strings of length 2, the second row for strings of length 3, etc., until the top row corresponds to the only substring of length \(n\), which is the parsed word. By the proposed algorithm it takes \(O(n)\) time to compute each entry of the table. Since there are \(n(n - 1)/2\) entries, the whole table construction takes \(O(n^2)\) time.

<table>
<thead>
<tr>
<th>Table 1: Parsing Table.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(X_{15})</td>
</tr>
<tr>
<td>(X_{14}) (X_{25})</td>
</tr>
<tr>
<td>(X_{13}) (X_{24}) (X_{35})</td>
</tr>
<tr>
<td>(X_{12}) (X_{23}) (X_{34}) (X_{45})</td>
</tr>
<tr>
<td>(a_1) (a_2) (a_3) (a_4) (a_5)</td>
</tr>
</tbody>
</table>

The Algorithm

1. If \(a_1a_m\) is not the (only) axiom (i.e., \(\{a_1a_m\} \neq A\)) then \(a_1 \cdots a_m \notin L(\mathcal{G})\) and we are ready.
2. Otherwise, we consider the following treatment.
   (a) for every \(j = 1,\ldots,m-1\), we put \((j, j + 1)\) into \(X_{j,j+1}\).
   (b) for every \(i = 2,\ldots,m-1\) and \(j = 1,\ldots,m-i\), we put \((j, i + k)\) into \(X_{j,i+k}\) if we did not do it so far in the previous steps, and there exists an insertion \((a_j, a_{j+1} \cdots a_{j+k})\) \(1 \leq j < j_1 < j_2 < \cdots < j_k < i + k \leq m\) such that \((j_1, j_1) \in X_{j_1,j_1}, (j_1, j_2) \in X_{j_1,j_2}, \ldots, (j_{k-1}, j_k) \in X_{j_{k-1},j_{k+1}}\).
   (c) Finally, if \((a_1, a_m)\) \(\in X_{1,m}\) then \(a_1 \cdots a_m \in L(\mathcal{G})\), otherwise not.

Prove that the algorithm works in polynomial \(O(n^3)\) time. Moreover, for every string \(a_1 \cdots a_m \in V^*\), we have \(a_1 \cdots a_m \in L(\mathcal{G})\) if and only if \((a_1, a_m)\) \(\in X_{1,m}\).

Theorem 1. Let \(\Pi\) be a simple insertion systems and let \(n\) be the length of the parsed word. There exists a parser working on \(\Pi\) in polynomial \(O(n^3)\) time.

Proof:

The reason the algorithm puts the correct pairs of characters is the following. In the bottom row, which has the length \(n - 1\), for every position we put a pair consisting of the line number of the position and the consecutive one. Thus, the first pair is \((1,2)\) and the last pair is \((n-1,n)\).

Then, for every \(i = 2,\ldots,m-1\) and \(j = 1,\ldots,m-i\), we can put \((s,t)\) into the \(j\)-th position of the \(i\)-th row if and only if two conditions are holding: a.) \(s = j\); b.) there exist an insertion \((a_j, a_{j+1} \cdots a_{j+k})\) and positions \(X_{j_{k-1},j_{k+1}}, X_{j_{k},j_{k-1}}, X_{j_{k},j_{k-2}}, \ldots, X_{j_{j+1},j_{j+2}}, X_{j_{j+2},j_{j+3}}, \ldots, X_{j_{j+3},j_{j+4}}\) which

\(^1\text{Note that, by our assumptions, }|a_j \cdot \cdot \cdot a_{j+k}| \leq \ell\). Therefore, the number of elementary operations in step 2 is not more than \((m-2)(m-i)\).
contain pairs of line numbers of the parsed string such that their column index is the same as the first member of the contained pair, and their first indexes form a sequence $j_1 - 1, j_2 - 1, \ldots, j_t - 1$, where $j_1, \ldots, j_t$ are the indexes of letters in the parsed strings for which $a_{j_1}a_{j_2} \cdots a_{j_t}$ is the middle part of the insertion rule $(a_{j_1}a_{j_2} \cdots a_{j_t}, a_{i+k})$.

For the running time, note that there are $O(n^2)$ to compute, and each involves comparing and computing with not more than $nt$ pairs of entries, where $t$ denotes the maximum of the length of the middle part in the insertion rules. We mention that the considered simple insertion system is fixed, and the number of its letters, its insertions do not depend on $n$, the length of the parsed string $w$. Thus, the time to compare at most $t$ positions is $O(1)$. As there are at most $nt$ such pairs for each position of the parsing table, the total working time is $O(n^2)$. Therefore, the running time of the parser is $O(n^3)$. 

}\hfill \Box

\section{PARSING BY SIMPLE INSERTION SYSTEMS $\langle l, 1, 1 \rangle$}

On the basis of our previous algorithm, we give a parser for general insertion systems of weight $\langle l, 1, 1 \rangle$ working also in polynomial time. Thus, the input to the algorithm is an insertion system $G = (V, A, P)$ of weight $\langle l, 1, 1 \rangle$ and a string $w = a_1 \cdots a_n \in V^*$.

Let us denote by $\ell$ the maximal length of axioms, and for every $1 \leq i < i + k \leq n$, denote by $G_{j_1+j}$ the simple insertion system $G_{j_1+i} = (V_{\{a_{i+j+k}\}}, P_{i+j+k})$. The algorithm works as follows. First we build a digraph with set of vertices $\{1, \ldots, n\}$ such that the pair $(i, j)$, $1 \leq i < j \leq n$ is an edge if there is a path from the vertex 1 to the vertex $i$ having its length not more then $\ell - 1$. Listing and checking the paths in this digraph, leading from 1 to $n$, we terminate the algorithm if one of the following conditions holds:

1. we found a path 1, $i_1, \ldots, i_t, n$ with $a_1a_{i_1} \cdots a_{i_t}a_n \in L(g)$, or
2. for every path 1, $i_1, \ldots, i_t, n$ such that it leads from the vertex 1 to the vertex $i$, we have $a_1a_{i_1} \cdots a_{i_t}a_n \notin L(g)$.

We establish $a_1a_{i_1} \cdots a_{i_t}a_{i_t}a_{i_t+} \cdots a_{i_t}a_n$ (i.e., we establish $a_1 \cdots a_n \in L(g)$ such that, we use consecutively our parser for simple insertion systems in order to show that $a_1a_{i_1} \cdots a_{i_t}a_{i_t}a_{i_t+} \cdots a_{i_t}a_n \\{G \} a_1 \cdots a_n$, \ldots, $a_{i_t-1}a_{i_t}a_{i_t+} \cdots a_{i_t}a_n \cdots, a_{i_t-1}a_{i_t}a_{i_t+} \cdots a_{i_t}a_n \\{G \} a_1 \cdots a_n$.

\section*{The Algorithm}

1. The algorithm constructs a digraph $D$ with set of vertices $\{1, \ldots, n\}$ in the following way.
   (a) let us label the edge 1 by 0.
   (b) For every $i = 2, \ldots, n$, let $(1, i)$ be a (directed) edge of $D$ if $(a_1, \ldots, a_i) \in L(G_{1,i})$, \footnote{We can decide by the previously discussed parser whether it is true or not.}, and in this case, let us label the edge $i$ by 1.
   (c) For every $j = 3, \ldots, \ell$, $i = j, \ldots, n$ let $(s, i)$ be an edge of $D$ if $s$ is labeled by $j - 1$ and $(a_s, a_{s+1}, \ldots, a_i) \in L(G_{s,i})$, and in this case, let us label the edge $i$ by $j$.
2. If the vertex $n$ has no incoming edge, then $w \notin L(g)$, and we are ready.
3. Otherwise let us continue our treatment as follows.
   (a) Omit the vertices having no labels.
   (b) One after the other consider the paths $1, i_1, \ldots, i_t, n$ (which have less than $\ell$ length, leading from the edge 1 to the edge $n$ in the reduced digraph), and check whether $a_1a_{i_1} \cdots a_{i_t}a_n$ is an axiom or not. If yes then $w \in L(g)$, and we are ready.
   (c) Running out of the paths such that nothing leads to an axiom, we can conclude $w \notin L(g)$, and we are ready again.

The system can have several interesting applications, like the use for parsing of natural language. Let us consider an example, with the following insertion rules:

(0) (¢ $<$ boy $>$ $<$ eats $>$ $<$ cake $>$, $)$
(1) ($<$ a $>$ $<$ very $>$ $<$ very $>$)
(2) ($<$ a $>$ $<$ very $>$ $<$ nice $>$)
(3) ($<$ a $>$ $<$ nice $>$ $<$ young $>$ $<$ boy $>$)
(4) ($<$ a $>$ $<$ nice $>$ $<$ apple $>$ $<$ cake $>$)
(5) ($<$ ¢ $>$ $<$ a $>$ $<$ boy $>$)
(6) ($<$ eats $>$ $<$ a $>$ $<$ cake $>$)

By this simple insertion system sentences like [1] can be parsed.

[1] $\langle$ a very very nice young boy eats a very nice apple cake $\rangle$

The procedure is shown in Table 2.
Table 2: An example of parsing by simple insertion system.

<table>
<thead>
<tr>
<th>ε</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,14)</td>
<td>(1,7)</td>
<td>(2,7)</td>
<td>(8,13)</td>
<td>(9,13)</td>
<td>(2,5)</td>
<td>(9,11)</td>
<td>(1,2)</td>
<td>(2,4)</td>
<td>(2,3)</td>
<td>(3,4)</td>
<td>(5,6)</td>
<td>(6,7)</td>
<td>(7,8)</td>
<td>(8,9)</td>
</tr>
</tbody>
</table>

Proof: The correctness of the algorithm has been already explained. We built the digraph $\mathcal{D}$ in $\Sigma_{i=1}^{\ell} n - \ell = n(n-1)/2 - (n-\ell)(n-\ell-1)/2$ elementary steps. Thus the number of elementary steps is $O(n^2)$. On the other hand, each of the elementary steps takes $O(n^3)$ running time. Thus the running time of the parser to built $\mathcal{D}$ is $O(n^5)$. The time to omit the non-labeled vertices is $O(n)$. Because the derived digraph is loop- and circle-free having not more than $\ell$ edges, the total number of the path in this digraph starting by 1 and finishing by $n$, is $2^{\ell-1}$. Recall that the considered insertion system with weight $(l, 1, 1)$ is also fixed and the number of its letters, its insertions, its axioms, and thus the maximum $\ell$ of the length of the axioms does not depend on $n$, the length of the parsed string. Therefore, the running time of the enumeration of the considered paths and checking whether the strings characterized by these paths are axioms or not, is $O(1)$. Therefore, the running time of the parser in total is $O(n^5)$.  

5 CONCLUSIONS

It is well-known that the family of languages, generated by insertion systems of weight $(l, 1, 1), l \geq 1$, is a proper subfamily of context-free languages (Păun, 1997), for which there are well-known parsers working in polynomial time. Therefore, it can be predicted that there are parsers of polynomial time complexity for languages generated by general insertion systems or, even by insertion systems of weight $(l, 2, 1)$ is not expected. It is shown in (Păun, 1997) that insertion systems of the weight $(2, 2, 2)$ can generate non-semilinear languages. Hence, it is unlikely there is a polynomial time parser for these type of systems. For the future, it could be interesting to refine the presented parsers having lower time complexity (at least) for some family of languages generated by special insertion systems. Also, it is interesting to consider the parsing of insertion systems if an additional encoding of the output words (e.g. by the finite state transducer) is used. Some examples for application in natural language processing are also shown. It could be worthwhile to check the capacity of these systems and their future developments for parsing different syntactical structures.
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