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Abstract: The nonlinear Wiener-Hammerstein model, which consists of a static (no memory) non-linearity sandwiched between two dynamic (with memory) linear elements, provides a parsimonious and accurate model for representing a number of biological systems. In this study we compare the performance of two Wiener-Hammerstein parameter estimation methods; a commonly used nonlinear local optimisation method and the global optimisation method Differential Evolution. The accuracy and convergence properties of the two methods is tested using experimental data collected from the locusts hind limb reflex control system and using computer simulations.

1 INTRODUCTION

A greater understanding of neuromuscular control of limb movement is vital for optimising the treatment of patients with neuromuscular dysfunction. System identification methods provide a valuable tool for investigating the complex mechanical and neural components of such systems (Bai et al., 2009; Dempsey and Westwick, 2004). Our work uses the locust as a model system because it provides the opportunity to develop new system identification techniques and gain physiological insight into a related but simpler and more accessible system.

Nonlinear Wiener or Volterra series models, a generalisation of the convolution integral for a linear system, have often been used to model the nonlinear responses generated by reflex limb control systems (Newland and Kondoh, 1997) and other biological systems (Song et al., 2009). These series are often truncated to second order because it is difficult to visualise, interpret and calculate, in terms of computational cost and length of data required, the higher order kernels.

Cascade models, a restricted subset of the Volterra series, have been shown to provide a parsimonious and easier to interpret alternative for representing such systems (Dewhirst et al., 2009; Dempsey and Westwick, 2004). Cascade models consist of linear dynamic (with memory) elements and static (no memory) nonlinear elements. Common configurations include the Wiener (linear - nonlinear), Hammerstein (nonlinear - linear) and the Wiener-Hammerstein (linear - nonlinear - linear) model shown in Figure 1. Methods to estimate the parameters of the Wiener-Hammerstein model are currently receiving much attention for control applications (Schoukens et al., 2009) but not for application to biological systems.

A key feature of the locust’s hind leg control system is a reflex control loop. This system uses a mechanical loop structure attached to the tibia by an apodeme to move a stretch sensor called the Femoro-tibial Chordotonal Organ (FeCO). Sensory neurons in the FeCO convert mechanical stimuli into electrical signals which are transmitted to motor neurons which activate muscle contraction (Newland and Kondoh, 1997). Previous work (Dewhirst et al., 2009) found that the Wiener-Hammerstein model was the optimum structure for representing the dynamic reflex response of the Fast Extensor Tibia (FETi) motor neuron in the locusts hind leg control system, the system studied in the current work.

As the cascade models are nonlinear in their pa-
The output of the Wiener-Hammerstein model is given by

\[ y(t) = \sum_{\sigma=1}^{T} g(\sigma) \sum_{q=0}^{Q} c^{(q)} \left( \sum_{\tau=1}^{T} h(\tau)u(t-\sigma-\tau) \right)^{q} \]  

(1)

Where \( T \) is the length of the FIR filter and \( Q \) is the polynomial order.

### 2 METHODS

The linear elements of the Wiener-Hammerstein model (Figure 1) have a Finite Impulse Response (FIR) structure. A polynomial function was chosen to represent the static nonlinear element. The noise-free output of the Wiener-Hammerstein model is given by

\[ y(t) = \prod_{\sigma=1}^{T} g(\sigma) \sum_{q=0}^{Q} c^{(q)} \left( \sum_{\tau=1}^{T} h(\tau)u(t-\sigma-\tau) \right)^{q} \]  

(1)

Where \( T \) is the length of the FIR filter and \( Q \) is the polynomial order.

### 2.1 Differential Evolution

The parameters of the Wiener-Hammerstein model are coded in a vector containing \( D \) elements

\[ \mathbf{x} = (h(1), \ldots, h(T), e^{0}, \ldots, e^{Q}, g(1), \ldots, g(T)) \]  

(2)

Differential Evolution (DE) works with a population, \( P \), of \( NP \)-dimensional parameter vectors (Storn and Price, 1997)

\[ P^{(G)} = \begin{bmatrix} x_{1,1}^{(G)}, x_{1,2}^{(G)}, \ldots, x_{1,D}^{(G)} \\ x_{2,1}^{(G)}, x_{2,2}^{(G)}, \ldots, x_{2,D}^{(G)} \\ \vdots \\ x_{NP,1}^{(G)}, x_{NP,2}^{(G)}, \ldots, x_{NP,D}^{(G)} \end{bmatrix} \]  

(3)

where \( x_{i,1}^{(G)}, x_{i,2}^{(G)}, \ldots, x_{i,D}^{(G)} \) are elements of \( \mathbf{x} \). Each parameter vector

\[ \mathbf{x}_{i}^{(G)} = (x_{i,1}^{(G)}, x_{i,2}^{(G)}, \ldots, x_{i,D}^{(G)}) \quad i = 1, 2, \ldots, NP \]  

(4)

represents a possible solution to the optimisation problem. The population is initialised randomly and evolves in generations (iterations), \( G \). With each generation a mutant vector, \( v_{i} \), is formed from each of the \( NP \) parent vectors, \( x_{i} \), following

\[ v_{i}^{(G+1)} = x_{i}^{(G)} + F \left( x_{r1}^{(G)} - x_{r3}^{(G)} \right) \]  

(5)

with the multiplication factor \( F \) set by the user \( (F > 0) \) and random, mutually different indexes \( r_{1}, r_{2}, r_{3} \in \{1, 2, \ldots, NP\} \) which are also different from \( i \). The trial vector

\[ u_{i}^{(G+1)} = \left( u_{i,1}^{(G+1)}, u_{i,2}^{(G+1)}, \ldots, u_{i,D}^{(G+1)} \right) \]  

(6)

is generated using the crossover operator

\[ u_{i,j}^{(G+1)} = \begin{cases} v_{j}^{(G+1)} & \text{if } (\text{rnd}(j) \leq CR) \\ x_{i,j}^{(G)} & \text{if } (\text{rnd}(j) > CR) \end{cases} \]  

(7)

where \( j = 1, 2, \ldots, D \) and \( \text{rnd}(j) \) is the \( j^{th} \) output from a random number generator with a uniform distribution. The cross over constant \( CR \in [0, 1] \) is set by the user; \( \text{rn}(k) \in \{1, 2, \ldots, D\} \) is a randomly chosen index used to ensure that at least one of the parameters from \( v_{j} \) is transferred to \( u_{i,j} \). The widely used Minimum Mean Square Error (MMSE) cost function is used to compare the performance of the trial and parent vectors,

\[ J = \frac{1}{N} \sum_{t=0}^{N-1} (z(t) - \hat{y}(t))^{2} \]  

(8)

where \( N \) is the signal length in samples. A greedy selection procedure (does not reconsider past generations) is used to determine if the parent vector should
be retained for the next generation, or replaced by the trial vector. These steps are repeated either for a specific number of generations or until a certain cost function value is reached. The DE method was set up with \( F = 0.5, CR = 0.9, NP = 10 \times D \) (Storn and Price, 1997) and was run for 900 iterations.

### 2.2 The Korenberg Hunter Method

Korenberg and Hunter (Korenberg and Hunter, 1986) use an iterative two step approach to estimate the parameters of the Wiener-Hammerstein model. Their method is summarised in Algorithms 1 and 2.

**Algorithm 1. KH parameter estimation.**

**Require:** Initial estimate of \( \hat{h}(\tau) = \left( \frac{1}{f_s}, 0, 0, \ldots, 0 \right) \)

1. Filter \( u(t) \) by \( \hat{h}(\tau) \) to obtain \( \hat{x}(t) \)
2. Fit the Hammerstein system between \( \hat{x}(t) \) and \( z(t) \) using Algorithm 2
3. If first iteration or significant improvement in model accuracy continue, else exit with current parameters
4. Obtain a new estimate of \( \hat{h}(\tau) \) using the Levenberg-Marquardt (LM) (Marquardt, 1963) gradient based method to minimise \( J \) (Equation 8) given the current estimate of the Hammerstein system. Return to step 2

**Algorithm 2.** Hammerstein parameter estimation.

1. Fit a linear system between \( z(t) \) and \( \hat{x}(t) \) to obtain an initial estimate of the inverse of \( \hat{g}(\tau) = \hat{g}(\tau)^{-1} \)
2. Filter \( z(t) \) by \( \hat{g}(\tau)^{-1} \) to obtain \( \hat{w}(t) \)
3. Fit a polynomial \( m(\cdot) \) between \( \hat{x}(t) \) and \( \hat{w}(t) \)
4. Obtain a new estimate of \( \hat{w}(t) \) given \( m(\hat{x}(t)) \)
5. Re-estimate \( \hat{g}(\tau) \) given \( \hat{w}(t) \) and \( z(t) \)
6. Calculate the \%MSE (Equation 9) difference between model output \( \hat{z}(t) \) and measured output \( z(t) \)
7. If the \%MSE reduction is small compared to last iteration, exit with current parameters
8. Else, compute a new estimate of \( \hat{g}(\tau)^{-1} \) using the current \( \hat{w}(t) \) and \( z(t) \). Return to step 2

### 2.3 Experimental Data

The performance of the two parameter estimation methods was measured using experimental data collected from the locust (*Schistocerca gregaria*). A brief summary of the experimental methods used by Newland and Kondoh (Newland and Kondoh, 1997) follows. The locusts were mounted in modelling clay; the apodeme of the FeCO was exposed by dissection and was attached by forceps to an electro-mechanical shaker (LDS, type 101). The FeCO was stimulated by applying a 27Hz low pass filtered Gaussian White Noise (GWN) signal to the shaker to move the apodeme (Figure 2 A). The synaptic inputs to the FETi motor neuron, caused by stimulation of the apodeme of the FeCO, were measured by inserting a glass microelectrode into its soma. A typical output signal recorded from FETi (B), Noise, the transient adapting response of FETi and its steady state adapted response are marked as s1, s2 and s3 respectively. The spectrum of the input signal, adapted FETi response (s3) and noise signal (s1) are plotted in C.

Figure 2: The band limited (0-27Hz) GWN input signal applied to move the apodeme of the FeCO (A). A typical output signal recorded from FETi (B). Noise, the transient adapting response of FETi and its steady state adapted response are marked as s1, s2 and s3 respectively. The spectrum of the input signal, adapted FETi response (s3) and noise signal (s1) are plotted in C.

The high level of measurement and background neural noise, initial transient response and steady state adapted response of FETi can be seen in Figure 2 B sections s1, s2 and s3 respectively. Models were fitted between the first 600 samples (6s with fs=100Hz) of the steady state adapted response of FETi (Figure 2 B s3) and the corresponding samples of input signal. The performance of the parameter estimation methods was determined by calculating the \%MSE difference between the predicted output of the model and the measured output of the neuron us-
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Computing 200 samples of validation data.

\[
MSE = 100 \times \frac{\sum_{t=1}^{N} (y(t) - \hat{y}(t))^2}{\sum_{t=1}^{N} y(t)^2}
\]  

Before the performance of the two parameter estimation methods was compared, the number of model parameters was optimised. As six sets of data were available, six models were estimated using the KH method. The %MSE performance of each of these models with a varying number of parameters was calculated, using validation data. The optimum number of parameters was determined by calculating the mean of the minimum %MSE value. As the gain of the locust system can be arbitrarily assigned to the linear and nonlinear elements of the model these elements have been normalised to allow comparison.

2.4 Simulations

Computer simulations were used to investigate the robustness of the two parameter estimation methods to experimental conditions. The simulated system was based on one of the Wiener Hammerstein models identified from experimental data using the KH method. Measurement noise coupled with the limited bandwidth of the input signal (Figure 2 C) introduces random estimation errors into the linear elements of the model. As the estimation error occurs where there is little input power (> 27Hz) and system dynamics it was removed using a low pass filter (zero phase, 3rd order Butterworth, $f_c = 27$Hz).

"Ideal" and “low pass with measurement noise” data sets were generated using the simulated system. To create the “ideal” data set, a GWN signal was generated and applied to the simulated system. The input signal in the “low pass with measurement noise” data set represents the input signal used in the locust experiments. It was created by filtering the GWN input signal with a low pass filter (zero phase, $5^{th}$ order Butterworth, $f_c = 27$Hz). The effect of measurement noise on the parameter estimation methods was investigated using a Monte Carlo simulation (100 trials). In each trial measurement noise with a Gaussian distribution was added to the output from the simulated system generated using the same low pass input signal. The noise was added to give a Signal to Noise Ratio of 5dB, a level similar to that found in the locust recordings.

3 RESULTS AND DISCUSSION

The variation in mean %MSE performance of the Wiener-Hammerstein model (parameters estimated using the KH method) with the number of parameters it contains is plotted in Figure 3. This result shows that optimum performance is obtained with 9 parameters in each linear element and a $5^{th}$ order polynomial, though the minimum is in an almost flat area of the parameter space. The mean %MSE performance of the models, containing the optimum number of parameters, with their parameters estimated using the KH and DE methods is very similar (30.0% and 29.0% respectively, Table 1). Both methods also produce similar mean parameter estimates (Figure 4).

Table 1: %MSE performance of the Wiener-Hammerstein models, with their parameters estimated using the KH and DE methods, on validation data. Models contain the optimum number of parameters.

<table>
<thead>
<tr>
<th>Animal</th>
<th>KH method</th>
<th>DE method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>31.0</td>
<td>29.2</td>
</tr>
<tr>
<td>2</td>
<td>29.4</td>
<td>32.4</td>
</tr>
<tr>
<td>3</td>
<td>17.6</td>
<td>19.6</td>
</tr>
<tr>
<td>4</td>
<td>36.0</td>
<td>33.3</td>
</tr>
<tr>
<td>5</td>
<td>32.1</td>
<td>28.0</td>
</tr>
<tr>
<td>6</td>
<td>34.1</td>
<td>31.3</td>
</tr>
<tr>
<td>Mean</td>
<td>30.0</td>
<td>29.0</td>
</tr>
</tbody>
</table>

Figure 3: Mean (n=6) %MSE performance variation for validation data with the total number of linear parameters in the model and polynomial order. The minimum mean MSE is 30.0% and occurs with a total of 18 linear parameters and a $5^{th}$ order polynomial (marked with an arrow).

The non white spectrum of the input signal (Figure 2 C) coupled with the high levels of measurement noise (Figure 2 B s1) results in the parameter estimates containing high frequency estimation error (Figure 4). The rather high %MSE performance of the models, suggests that they provide a poor fit to the system. The recordings prior to the start of stimulation, when the input is constant, show considerable measurement noise (Figure 2 B s1). Analysis has shown that the spectrum of the residual signal (the difference between the model and the measured out-
Figure 4: The parameters of the Wiener-Hammerstein models of the FETi system estimated using the KH method (A-C) and the DE method (D-F). The first linear element $h(\tau)$ is plotted in A and D, the second linear element $g(\tau)$ in C and F. The polynomial function is plotted in B and E. Note that the parameters have been normalised to allow comparison.

Figure 5: Results of Monte Carlo simulations comparing the performance of the KH (A to C) and the DE (D to F) parameter estimation methods using the “low pass with measurement noise” data set. In each trial measurement noise with a Gaussian distribution was added to the output of the simulated system generated using the same low pass input signal.
put signal) is very similar to the spectrum of the noise signal. This suggests that model fit is good, as one cannot expect the model to be able to predict the random measurement noise.

Computer simulations using the “ideal” data set showed that both parameter estimation methods could accurately identify the simulated system. The normalised parameter bias error for both methods was less than 0.1%. The results of the Monte Carlo simulation using the “low pass with measurement noise” data set are shown in Figure 5. Under these simulated experimental conditions, neither method could retrieve the parameters of the simulated system. It is interesting to note that the DE estimates of the parameters of $h(\tau)$ (Figures 4 and 5 D) contain more high frequency estimation error than the KH estimates (Figures 4 and 5 A) for both experimental and simulated data. This is probably because the LM method (Westwick and Kearney, 2003) used to estimate $h(\tau)$ in the KH algorithm (Algorithm 1 step 4) approximates the Hessian $\hat{H}$ as

$$\hat{H} = \frac{1}{N} J^T J + \mu I_M$$

and the $\mu I_M$ term improves the condition of $\hat{H}$.

4 CONCLUSIONS

The accuracy of two Wiener-Hammerstein parameter estimation methods has been compared using experimental data and computer simulations. Our work has shown that DE gives fast robust convergence and good local search performance, providing similar accuracy as the local optimisation method developed by Korenberg and Hunter (Korenberg and Hunter, 1986). The DE method offers the advantage of simplicity and flexibility, for example making it easy to use different cost functions. Also, as it is a global method, it should be less sensitive to parameter initialisation, but additional work is required to verify this feature. Further investigation into the convergence properties of both methods and ways to reduce parameter bias and variance under experimental conditions is required.
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