A FORMULA DRIVEN INCREMENTAL CONSTRUCTION OF WEB SERVICE COMPOSITIONS

Antonella Santone*, Gigliola Vaglini+ and Maria Luisa Villani*

* Dipartimento di Ingegneria, University of Sannio, Benevento, Italy
+ Dipartimento di Ingegneria della Informazione, University of Pisa, Italy

Keywords: Model checking, Temporal logic, Tableaux, Web services.

Abstract: We present a modular approach to system specification to support the realization of web services. In particular, we solve the following problem: given the formal specification of the (incomplete) system, say $p$, already built, what is a characterization of the sub-systems that can collaborate with $p$, through a given communication interface $L$, so that the complete system satisfies a given property $\phi$? An automatic procedure is defined to identify the formula $\psi$ such that, for each process $q$ satisfying $\psi$, the parallel composition of $p$ and $q$ through $L$ satisfies $\phi$. For applicability of the method to web service compositions the formula $\psi$ should specify, as much as possible, only the communication actions that allow $p$ to correctly fulfill $\phi$.

1 INTRODUCTION

The Service Oriented Architecture (SOA) model has led to rethinking the way software systems are developed: systems are conceived as collaborations of simpler services, whose concrete realizations will be selected or even discovered at run-time. Also, these systems can reconfigure themselves to recover from problems that may occur during execution. Thus, proper mechanisms to specify the behaviors of the required services are essential, to enable automatic search and compatibility checks of the services that can be bound to the composition. Most importantly, validity of the composition with respect to global objectives must be ensured not only at design time, but also at execution time, when a binding with some service might be changed with another one.

We present a modular approach to system specification to support the realization of such systems. In particular we solve the following problem: given the formal specification of the (incomplete) system, say $p$, already built, what is a characterization of the sub-systems that can collaborate with $p$, through the given communication interface $L$, so that the complete system satisfies the property $\psi$?

In this paper, properties are described by temporal logic formulae expressed, for the purpose of simplicity, through the Selective Hennessy-Milner logic (Barbuti et al., 1999), and systems by CCS processes (Milner, 1989). If $\phi$ is the formula to be satisfied by the complete system, an automatic procedure is defined to identify a formula $\psi$ such that, for each process $q$ satisfying $\psi$, the parallel composition of $p$ and $q$ through $L$ satisfies $\phi$. Moreover, the description of the lacking component through a logic formula guarantees correctness of the integration with $p$ of any process that exhibits a behavior compliant with the inferred formula. This behavior consists in a skeleton of communications so that processes having the same skeleton are all able to be successfully integrated with $p$.

The synthesized formula could be generally obtained with the partial model checking technique presented in (Andersen, 1995), aiming to reduce the model checking problem of a complex process to that of smaller size processes. Andersen’s method moves the cause of the possible exponential complexity of the model checking of the concurrent processes with respect to $\phi$ from the number of states of the transition system of $(p \mid x) \setminus L$ to the number of operators of a new formula $\psi$, which includes also the specification of all possible behaviors of $p$. Thus, the resulting formula does not highlight the missing behavior in $p$ with respect to $\phi$, and the method does not scale when evolving the system with new components.

Our aim is, even at the price of non-completeness of the method, to define a formula for $q$, whose com-
plexity depends mainly on the complexity of the original formula \( \varphi \) and of the chosen communication interface; moreover, the result of the model checking of \( p \) is taken into account so that \( \psi \) includes only the part of \( \varphi \) that is not satisfied by \( p \). Finally, the efficiency of the method is tackled by exploiting the Selective mu-calculus logic and the local model checking methodology; logic and methodology that allow us to consider (and build) only the part of the transition system of \( p \) needed for the verification.

In the following section, the basics of the specification language we refer to are recalled, together with the temporal logic through which the system properties are defined. Section 3 shows the core of the approach, while Section 4 presents an application of the methodology through a known example in the field of Web Services. Finally, considerations and comparisons with some related work are given in Section 5.

2 PRELIMINARIES

In a web service composition, the implementation details are hidden, as web services are black box components running on the provider servers, but their interface specifications, described by standard languages like WSDL (W3C Working Group, 2007) and "abstract" WS-BPEL (Andrews et al., 2003), could be public and they are automatically accessible. These descriptions include the incoming/outcoming messages for each service operation and the interaction protocol for their usage. This work considers a set of WS-BPEL processes, which can be translated into CCS processes, and a global formula to be satisfied by the integrated system: the presented approach can be used to deduce the behavioural specification of the missing partner, i.e., a partner providing the operations required by the existing part of the system to correctly satisfy the global formula. Mappings of WS-BPEL constructs to CCS are discussed in (Breugel and Koshkina, 2006) and (Martinelli and Matteucci, 2007), while arguments sustaining CCS modelling of web services compared to, for example, pi-calculus are given in (Bao et al., 2006).

2.1 The Calculus of Communicating Systems

The Calculus of Communicating Systems (CCS) (Milner, 1989) is an algebra suitable for modelling and analyzing processes. The syntax of processes is the following:

\[
p ::= nil \mid a.p \mid p + p \mid p|p \mid p\langle L \rangle \mid p[f] \mid x
\]

where \( \alpha \) ranges over a finite set of visible actions \( \alpha' = \{a, \bar{a}, b, \bar{b}, \ldots\} \). Input actions are labelled with "non-barred" names, e.g. \( a \), while output actions are "barred", e.g. \( \bar{a} \). The set \( L \) in processes with the form \( p \langle L \rangle \) ranges over sets of visible actions. \( f \) ranges over functions from actions to actions, while \( x \) ranges over a set of constant names; each constant \( x \) is defined by a constant definition \( x \equiv p \).

The operational semantics is given in Appendix.

In the following, given a process \( p \), the sort of \( p \) is the subset of \( \forall \) containing the actions that \( p \) can perform. The reader can refer to (Milner, 1989) for the precise definition of the syntactically based version of the sort of \( p \).

Let \( \delta \in A^* \): if \( \delta = \alpha_1 \ldots \alpha_n \), \( n \geq 1 \), \( p \xrightarrow{\delta} q \) means \( p \xrightarrow{\alpha_1 \ldots \alpha_n} q \); if \( \delta = \lambda \), where \( \lambda \) is the empty sequence, \( p \xrightarrow{\delta} q \) iff \( p = q \). A process \( q \) such that there is a computation \( p \xrightarrow{\delta} q \) is a \( \delta \)-derivative of \( p \) with \( \xrightarrow{\delta} \) (or simply a derivative of \( p \)).

2.2 Model Checking and Selective mu-calculus Logic

In the model checking framework (Clarke et al., 2000), systems are modelled as automata (often called transition systems) and requirements are expressed as formulae of some temporal logic. The selective mu-calculus is a branching temporal logic to express behavioral properties of systems (Barbuti et al., 1999).

It is equi-expressive to mu-calculus (Stirling, 1991), but they differ in the definition of the modal operators. Given a set \( A \) of actions and a set \( Var \) of variables, selective mu-calculus formulae are defined as follows:

\[
\varphi ::= t \mid \text{true} \mid f \mid Z \mid \varphi \lor \varphi \mid \varphi \land \varphi \mid |K|^R \varphi \mid \langle K \rangle^R \varphi \mid vZ.\varphi \mid \mu Z.\varphi
\]

where \( Z \in Var \) and \( K, R \subseteq A \). The operators \( \mu Z.\varphi \) and \( vZ.\varphi \) are fixed point operators; \( \mu Z.\varphi \) is the least fixed point of the recursive equation \( Z = \varphi \), while \( vZ.\varphi \) is the greatest one. In the formula \( \mu Z.\varphi \) (\( vZ.\varphi \) \( \mu Z \) (\( vZ \)) binds the occurrences of \( Z \) in \( \varphi \). A variable that is not bounded by any fixed point operators is called free. A formula without free variables is called closed. From now on only closed formulae are considered. The precise definition of the satisfaction of the closed formula \( \varphi \) by the process \( p \) is given in the Appendix.

An interesting property, which will be used in the successive sections, is expressed by the formula below, where \( S \subseteq A \), \( \gamma = \alpha_1 \ldots \alpha_n \) and \( \alpha_i \in A \) for all \( 1 \leq i \leq n \):

\[
\varphi \iff (\exists \gamma.((\forall S.\varphi) \land (\forall S.\varphi)))
\]
The property says: "the actions of the sequence $\gamma$ eventually happen (each action is not interleaved with actions in $S$) and then $\psi$ holds". The property uses the formula $\text{eventually}(\alpha, S)$, i.e. "$\alpha$ eventually happens, not preceded by actions in $S$", whose formal definition is:

$$\text{eventually}(\alpha, S) = \mu Z. (-)_S \top \land \bigwedge\{ S \setminus \{\alpha\}\}_0 \land (\cdots)$$

To the purpose of explaining the methodology without too much technicality, system properties will be defined through the Selective Hennessy-Milner Logic (SHML) instead of the full selective mu-calculus (Barbuti et al., 1999). SHML is more expressive than the Hennessy-Milner logic (Stirling, 1991) because of the intrinsic recursion of the selective operators. The syntax of such logic is:

$$\varphi ::= tt \mid ff \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid [K]_R \varphi \mid (K)'_R \varphi.$$ 

### 3 THE METHOD

Given a process $p$ and a formula $\varphi$, a formula $\psi$ is looked for such that the parallel composition of $p$ and $q$ satisfies $\varphi$, for each process $q$ satisfying $\psi$. In fact, the aim of the present work is the integration of the functionality of an existing process $p$ with new ones; such integration has to maintain certain guarantees, expressed by the formula $\varphi$, together with the requirements of the new functionalities. Thus, the logic formula $\psi$ supplies the formal specification of the process $q$ and it is thought to force $q$ to support $p$ to meet $\varphi$; obviously, the behavior of $p$ might be such that no formula $\psi$ can be deduced to guarantee a solution to the satisfaction problem of $\varphi$. Such a case is detected as unsuccessful by the tableau-based algorithm. In particular, we consider a process $p$ offering a communication interface to cooperate with another process $q$: if such interface is not sufficient to guarantee, for the part involving $p$, the satisfaction of the formula (i.e. a required communication is not in the interface of $p$ or it exists, but is not correctly performed) then the algorithm stops with failure. Thus the method hypotheses can be recalled: given a CCS process $p$.

- all actions of $p$ are either communication actions, $\gamma$, performed inside $p$ or visible actions that are proposed for communicating with $q$; only the communication actions with $q$, together with the corresponding dual actions, constitute the set $\mathcal{L} \subseteq \text{sort}(p)$;
- in the global formulae, only actions $\tau_\alpha$ will occur, both performed inside $p$ or between $p$ and $q$.

We need also the definition of the following set containing the corresponding actions through which a communication occurs, beyond the internal communication actions performed by $p$.

**Definition 3.1.** Given the set of communication actions $\mathcal{L}$ and $\mathcal{R} \subseteq \{\tau_1 \mid \tau_1 \in \mathcal{A}\}$,

$$\mathcal{R}^+_L = \{\tau_1 \mid (\tau_1 \in R) \land (l, l \notin \mathcal{L})\} \cup \{\tau_1 \mid (\tau_1 \in R) \land (l, l \notin \mathcal{L})\}.$$ 

When clear from the context we use $\mathcal{R}_L$ instead of $\mathcal{R}^+_L$.

We propose a tableau-based method since such method permits the exploration (and then requires the construction) of only the part of the transition system of the process involved in the verification of a given formula. In our tableau two parts are distinguished: the goal and the environment. Intuitively, at each intermediate stage while producing the solution, the goal says what remains to be done and the environment records the solution produced so far along a branch of the tableau itself. The tableau works on sequents on which a set of rules can be applied; sequents are defined as follows.

**Definition 3.2.** A sequent is an expression of the form: $\langle p, L, x_\psi, B \rangle \vdash_\omega \varphi$, s.t.:

- $\varphi$ is a SHML formula;
- $p$ is a CCS process (the existing process or one of its derivatives);
- $L$ is the communication interface offered by $p$;
- $E$ is the environment (i.e. a set of incomplete selective mu-calculus formula representing the until now performed path on the tree);
- $x_\psi$ represents the unknown formula that will be possibly built through the tableau branches as the search will go onward;
- $B$ is a boolean value yes or no: $B$ is yes when the last selective operator, being examined when producing $\psi$, is a box operator; otherwise $B$ is no.

Each rule is of the form:

$$\langle p, L, x_\psi, B \rangle \vdash_\omega \varphi' \quad \langle p_1, L, x_{\psi_1}, B \rangle \vdash_\omega \varphi'_1 \quad \cdots \quad \langle p_n, L, x_{\psi_n}, B \rangle \vdash_\omega \varphi'_n,$$

where $n > 0$ and side conditions may exist. The premise sequent is the goal to be achieved, the consequents are the sub-goals which are determined by the structure of the formula and by the possible derivatives of $p$. 
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3.1 Tableau Rules

A tableau, i.e., a proof tree, is built starting from a root labelled with the following initial goal

\[ \langle p, L, x_{\psi}, \text{no} \rangle \vdash_{e_0} \langle \tau \rangle_R \Phi \]

where, for any tableau, \( \mathcal{G}_0 = \text{no}, \mathcal{E}_0 = \emptyset \) and \( \psi_0 \) is the formula to be obtained through the tableau search.

Then, the construction proceeds by applying specific rules to successively simplify the goal and extend the environment until terminal sequents are reached. Namely, the sequents labelling the immediate successors of a node are determined by the rules in Table 1, while terminal sequents (successful and unsuccessful) are identified in Table 2.

The rules take into account the structure of the formula present in the premise of each sequent (the first modal operator), and some "context" information: specifically, context information regard the last examined logical operator. The rules and specify recursion on one or both the component formulae.

In Table 1 the shorthand \( \langle \tau \rangle_R \Phi \) is used to represent the sequence \( \langle \delta_1 \rangle_{R_{\delta_1}} \cdots \langle \delta_n \rangle_{R_{\delta_n}} \Phi \) when \( \gamma = \delta_1 \cdots \delta_n \) and \( n \geq 1 \). If \( \gamma = \lambda \), then \( \langle \tau \rangle_R \Phi \) is equal to \( \Phi \). The rules and have a case regarding the actions in the interface \( L \) and one regarding communications inside \( p \); in the case in which \( p \) does not perform either the required action in the interface or the internal communication, instead of forcing \( q \) to substitute \( p \),
Table 2: Successful/unsuccessful terminal sequents.

<table>
<thead>
<tr>
<th>Type</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>success₁</td>
<td>( \langle p, \ell, x_{\psi}, \beta \rangle \vdash_{\tau_{\ell}} tt )</td>
</tr>
<tr>
<td></td>
<td>( \varepsilon_{i+1} = \varepsilon_i \cup { \psi_j = tt } )</td>
</tr>
<tr>
<td>success₂</td>
<td>( \langle p, \ell, x_{\psi}, \beta \rangle \vdash_{\tau_{\ell}} \varphi )</td>
</tr>
<tr>
<td></td>
<td>( { p' \mid p \xrightarrow{\alpha} (a) \cup R_{\ell} \cup \psi' } ), ( \alpha \in { l, \beta, \tau } ) = \emptyset )</td>
</tr>
<tr>
<td>unsuccessful₁</td>
<td>( \langle p, \ell, x_{\psi}, \beta \rangle \vdash_{\tau_{\ell}} ff )</td>
</tr>
<tr>
<td></td>
<td>( { p' \mid p \xrightarrow{\alpha} (a) \cup R_{\ell} \cup \psi' } ), ( \alpha \in { l, \beta, \tau } )</td>
</tr>
<tr>
<td>unsuccessful₂</td>
<td>( \langle p, \ell, x_{\psi}, \beta \rangle \vdash_{\tau_{\ell}} \emptyset )</td>
</tr>
<tr>
<td></td>
<td>( p \xrightarrow{\gamma} (a) \cup R_{\ell} \cup \psi' ), ( \alpha \in { l, \beta, \tau } ), ( \gamma \in (\ell - R_{\ell})^* )</td>
</tr>
</tbody>
</table>

we have chosen to produce a failure of the algorithm to represent, in some sense, a failure of the formula verification. Now the rules are explained by case analysis:

- **dia₁, dia₂.** These rules are applicable when the previously examined logical operator is not a box one. The rule **dia** considers the action \( \alpha \) be an offered communication, while **dia₂** considers \( \alpha \) as a communication inside \( p \). If \( \alpha \) is preceded by a sequence \( \gamma \) of actions not in \( R_{\ell} \), \( q \) must perform an equal sequence of corresponding dual actions; obviously, if \( \alpha = \tau \), no corresponding action is required of \( q \). Note that when more than one move exists for \( p \), each one produces the specification of a different set of candidate processes \( q \). It is out of the scope of this paper the definition of a possible strategy for choosing the "most suitable" set of candidate processes.

- **dia₃, dia₄.** When the last examined formula operator is a box one, the sequence \( \gamma \) of actions must be performed in all paths of \( q \) before performing \( \alpha \), if different from \( \tau \). Otherwise only the sequence \( \gamma \) must be performed in all paths. In such a way the connected behaviors of \( p \) and \( q \) are synchronized.

- **box₁, box₂.** These rules take account of the ability of \( p \) of performing \( k \) actions \( \alpha \) for each one a branch of the tableau is opened to verify the formula \( \varphi \).

- **and.** The rule says that the constructions of the two sub-formulae are carried on separately, and the results are composed.

- **or₁ and or₂:** straightforward.

A sequent \( S = \langle p, \ell, x_{\psi}, \beta \rangle \vdash_{\tau_{\ell}} \varphi \), \( S \) can be either a successful or an unsuccessful terminal. The successful/unsuccessful terminals are clearly defined in Table 2. A tableau is successful if it is finite and all of its leaves are successful terminals. If \( \langle p_{1, \ell, x_{\psi_1}, \beta} \rangle \vdash_{\tau_{\ell}} \varphi_{1} \cdot \cdots \cdot \langle p_{n, \ell, x_{\psi_n}, \beta} \rangle \vdash_{\tau_{\ell}} \varphi_{n} \) are all the leaves of the tableau for the goal \( \langle p, \ell, x_{\psi_0}, no \rangle \vdash_{\tau_{\ell}} \varphi \), and they are also successful terminals, then the solution is the formula \( \psi_0 \), contained in all the environments of the leaves and recursively obtained by substituting the right hand side of each equation \( \psi_k = \psi' \) (taken from any terminal environment) each time \( \psi_k \) exists in some environment. When \( \psi' \) is a SHML formula the procedure terminates. It is worth noting that, while the name \( \psi_k \) can appear more than once in the terminal environments, its definition is unique, i.e., in only one leaf environment we have \( \psi_k = \psi' \).

The following theorem states the soundness of our approach.

**Theorem 3.1.** Consider a CCS process \( p \) and a SHML formula \( \varphi \). Any tableau for the goal \( \langle p, \ell, x_{\psi_0}, \beta_0 \rangle \vdash_{\tau_{\ell}} \varphi \), defines the formula \( \psi_0 \) such that: \( q \models \psi_0 \Rightarrow (p \mid q), \ell \models \varphi \).

**Proof.** The proof can be done by induction on the length of the formula \( \varphi \).

4 AN APPLICATION OF THE METHODOLOGY

In the design of a web service composition, the implementation details of the candidate component services are hidden, but, attached to their WSDL interface descriptions, one may luckily have their "abstract" WS-BPEL processes (Andrews et al., 2003), representing the interaction protocol for their usage. Indeed, this assumption is in line with the facet-based publication approach (On the methodology (Andrews et al., 2008). In this context, given a set of processes, described, for example in WS-BPEL, which we can translate into CCS processes, and a global formula to be satisfied by the integrated system (that one can finally realize as a choreography in the WS-CDL (W3C Working Group, 2005) specification language), the approach can be used to deduce the behavioral specification of the missing partner, i.e., a partner providing the operations required by the existing part of the
system, to correctly satisfy the global formula.

As an example, let us consider the following scenario, described in (Bertoli et al., 2007), which we have slightly modified to realize it as a choreography: The employee of a firm is organizing a work trip. He presents a ticket request to the employer’s administration, complete with ticket details. He has gathered these data by first interacting with on-line information service. The administration will either accept or refuse such a proposal, and in the former case, it will try to pay for the ticket of the employee, either by credit card, or by cheque, through some payment service. The employee will eventually get the ticket, or a refusal, or else a refusal.

Let us first consider the following formula:

\[ \phi = \langle f \text{Search} \rangle_0 tt \vee \langle f \text{Search} \rangle_1 ff \]

which says: it is possible to search for flights and whenever this operation is required, it is possible to first book a travel and then either buying the ticket or to start another search.

Suppose that we want this formula to hold for the composition: \( S \equiv (TS|AD|T\text{Info}|X|BC|BCH) \backslash L \)

where \( X \) is the missing service interface to be specified, providing the flights information, and \( L \) contains all the actions of the CCS process components.

The application of the approach leads to the following (sub)formula providing a characterization of the flights service:

\[
\begin{align*}
\psi_1 &= \langle f \text{Search} \rangle_0 tt \land \langle f \text{Search} \rangle_1 \psi_{11} \\
\psi_{11} &= \text{event.seq}(f \text{SearchStarted.} \\
& \quad f\text{Flights}.L,(\langle \text{book} \rangle_L \psi_{12}))) \\
\psi_{12} &= \langle \text{buy} \rangle_L tt \lor \neg \langle f \text{Search} \rangle_L \langle f \text{Search} \rangle_L tt
\end{align*}
\]

The formula, other than requiring the booking and buying operations from the service to add, ensures that the communication with that service is correct, that is, the booking operation is actually reachable. We note that the \( T\text{Info} \) process in Table 3 satisfies \( \psi_1 \), and so it is a solution for \( X \), whereas the following process does not:

\[
\begin{align*}
\text{FInfoBad} &= \langle f \text{Search}.\text{fSearchStarted.} \\
& \quad f\text{Flights}.(\langle \text{InfoBad} \rangle_L + \langle \text{BOOKBad} \rangle_L) \\
\text{BOOKBad} &= \langle \text{book} \rangle_L \langle \text{ticket} \rangle_L \langle \text{FInfoBad} \rangle_L + \\
& \quad \text{cancel.} \langle \text{FInfoBad} \rangle_L
\end{align*}
\]

as it requires to explicitly cancel the booking. Now suppose that we want to replace the service \( BC \) with another one, without affecting the composition. Thus, we consider the system:

\[
S' \equiv (TS|AD|T\text{Info}|X|BCH) \backslash L
\]

where \( X \) is the missing card payment service, and the global formula:

\[
\phi_2 = \langle \text{ticket} \rangle_0 tt \land \langle \text{cancel} \rangle_0 tt
\]

which says: either the user will finally get the ticket or the selected trip is cancelled, that is, both results must be possible. We note that none of the actions of the formula are required from the missing service, that only needs to provide a correct interaction protocol in \( S' \) to the satisfaction of \( \phi_2 \). In this case, the following formula is derived, satisfied by the service \( BC \) in Table 3:

\[
\psi_2 = \langle \text{cardPay} \rangle_L \langle \text{receipt} \rangle_L (\langle \text{buy} \rangle_L tt \\
& \quad \land \langle \text{cardPay} \rangle_L \langle \text{invalid} \rangle_L tt)
\]
5 CONCLUSIONS AND RELATED WORK

In this paper, given an incomplete system (say $p$) and a requirement described by the logic formula $\varphi$, an automatic procedure is defined to identify a formula $\psi$ such that, for each $q$ satisfying $\psi$, we have that the parallel composition between $p$ and $q$ satisfies $\varphi$. For the sake of clarity, only requirements expressed in the Selective Hennessy-Milner Logic (SHML) are used. The extension to full selective mu-calculus can be easily defined. The procedure can be incorporated in an implementation of a model checker for the Concurrency Workbench of the New Century (CWB-NC) (Cleaveland and Sims, 1996), a tool for the automated analysis of concurrent systems.

In (Andersen, 1995), an automatic method is proposed, sound and complete for the full mu-calculus, able to determine the formula $\psi$; such method always includes in $\psi$ all the possible behaviors of $p$, so producing a formula whose complexity depends on the number of states of $p$. Our aim is, even at the price of non-completeness of the method, to define a more efficient formula $\psi$ for $q$, that is a formula containing only the corresponding actions of the incomplete communications of $p$. Indeed, simplicity of the derived property $\psi$ and scalability of the verification process, are necessary for applying the method to both incremental design and system evolution scenarios where $p$ is already in place, realizing some functionality, and one needs to understand the specification of the functionality of the new component that would behave correctly with $p$. Scalability problems are also tackled, in our work, by using a local model checking methodology combined with the SHML that provides an abstraction technique as shown in (Barbuti et al., 1999).

The formal problem we face in this paper could...
be alternatively solved under the well known assumption-guarantee theoretical framework. This provides inference rules that permit to deduce the global validity of a formula for a system, by verifying correctness of a given component under a set of assumptions on the environment (a report on this technique is contained in (Furia, 2005)). The most difficult part here is the generation of the assumptions, a job that for long has been left (at least partially) to the developer ((Pasareanu et al., 1999), (Inverardi et al., 2000)). Starting from the paper (Giannakopoulou et al., 2002), a number of works use a learning algorithm for regular languages (Angluin, 1987) to automatically derive the weakest assumptions for the component at hand to satisfy a safety property. This approach requires both the component and the formula be modelled as deterministic finite state machines and model checking is used iteratively (until convergence of the algorithm) to identify states and transitions of the environment.

In this respect, our approach, that works for all properties expressible in SHML (both safety and liveness) and includes non-determinism, is more efficient as it is based on local model checking and does not even require to construct the state transition system of the component.

In the service-oriented computing area, formal methods have been used to define unambiguous semantics for the languages WS-BPEL and WS-CDL, to describe service compositions and interaction protocols (called choreography). An overview of the various formalisms proposed, including process algebras, is contained in (Breugel and Koshkina, 2006).

Once a formal model of the system is available, one can check properties such as deadlock-freeness and correctness of conversations with the services (see (Fu et al., 2005) and (Kazhamiakin et al., 2006)). Conversely, given a set of service interfaces and a choreography to be realized, one may ask whether service behaviors may be deduced generating conversations that, at global level, are admissible by the choreography. In (Fu et al., 2005), sufficient conditions for realizability of a choreography are given, and the service behaviors are deduced through projection of the global conversations (i.e., removing messages that do not involve the specific service). In our work, we are given a partial choreography already “realized” that needs to be extended with an additional service, so to satisfy a global requirement expressed by a SHML formula. Our method allows us to eventually deduce another formula that is used to discover a class of service implementations all able to complete the realization of the extended choreography.

In (Lohmann et al., 2007) the authors propose to attach an operational description to a service $P$, automatically computed, characterizing services whose composition with $P$ is deadlock-free or satisfies specific behavioral constraints. Finally, the Open Workflow Nets formalism, a special class of Petri Nets, is used both to describe the processes and the constraints. As we consider all properties that can be expressed in SHML, our approach is more general, and we can check constraints satisfaction by model checking. Finally, the paper (Martinelli and Matteucci, 2007) presents a simplified version of Andersen’s partial model checking algorithm with the aim of applying it to the definition of web service orchestrations: given a parallel composition of processes, all known, the specification of the orchestrator is deduced. They may avoid the formula explosion of the original Andersen’s method as they just need to generate a process, containing only communication actions, to make sure that these happen in the right order. Indeed, differently from Andersen’s and ours, their method only works if the construction of the transition system of the parallel processes is feasible. As a future work, we intend to develop a service discovery tool integrating the approach and analyze its efficiency and usefulness compared to the existing methods.
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APPENDIX

Operational semantics of CCS.

The operational semantics (see for the standard version (Milner, 1989)) is given by the relation \(\rightarrow\), parametric with respect to \(I \subseteq \mathcal{A}\), is used. By \(p \rightarrow^* q \) we express the fact that it is possible to pass from \(p\) to \(q\) by performing a (possibly empty) sequence of actions not belonging to \(I\) (i.e., non-interesting actions belonging to \(\mathcal{A} - I\)) and then the action \(\alpha\) in \(I\). Note that \(\Rightarrow:\mathcal{A} = \rightarrow\).

Definition 5.1. Let \(p\) be a CCS process and \(I \subseteq \mathcal{A}\), for each \(\alpha \in I\), \(p \Rightarrow^{\alpha} q\) iff \(p \Rightarrow^{\alpha \gamma} q\), for some \(\gamma \in (\mathcal{A} - I)^*\).

From now on, the following abbreviations will be used:

\[
\begin{align*}
[\alpha_1, \ldots, \alpha_n] & \models \varphi \Leftrightarrow [\{\alpha_1, \ldots, \alpha_n\}] \models \varphi \\
[-I] & \models \varphi \Leftrightarrow [\mathcal{A}] \models \varphi \\
[-K] & \models \varphi \Leftrightarrow [\mathcal{A} - K] \models \varphi
\end{align*}
\]

Example 5.1. Some examples of selective mu-calculus formulae are given.

\(q_1 = \langle b \rangle [c] \mathbb{t t} \); “it is possible to perform \(b\) without performing \(c\) before”;

\(q_2 = \mathbb{v Z} [\alpha](Z \wedge [\alpha]) \mathbb{ff} \); “it always holds that two successive occurrence of \(a\) are not possible if not interleaved by an occurrence of \(c\)”.
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Table 4: Operational semantics of CCS.

<table>
<thead>
<tr>
<th>Act</th>
<th>$p$ $\alpha$ $\rightarrow$ $p'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Par</td>
<td>$p</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sum</th>
<th>$p$ $\alpha$ $\rightarrow$ $p'$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p + q$ $\alpha$ $\rightarrow$ $p' + q'$</td>
</tr>
<tr>
<td></td>
<td>$p</td>
</tr>
<tr>
<td></td>
<td>$p</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Con</th>
<th>$p$ $\alpha$ $\rightarrow$ $p'$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$x$ $\alpha$ $\rightarrow$ $p'$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rel</th>
<th>$p$ $\alpha$ $\rightarrow$ $p'$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$p [f] (\alpha)$ $\rightarrow$ $p' [f]$</td>
</tr>
</tbody>
</table>

Table 5: Satisfaction of a closed formula by a process.

$P \not\models \bar{f} \bar{f}$

$P \models \varphi \land \psi$ iff $P \models \varphi$ and $P \models \psi$

$P \models \varphi \lor \psi$ iff $P \models \varphi$ or $P \models \psi$

$P \models (K)_R \varphi$ iff $\forall p' \forall \alpha \in K P \models (K)_R \alpha \Rightarrow P \models \varphi$

$P \models \nu Z. \varphi$ iff $\exists p' \exists \alpha \in K P \models (K)_R \alpha \Rightarrow P \models \varphi$

$P \models \nu Z. \varphi$ iff $P \models \nu Z. \varphi$ for all $n$

$P \models \mu Z. \varphi$ iff $P \models \mu Z. \varphi$ for some $n$

where, for each $n$, $\nu Z^n. \varphi$ and $\mu Z^n. \varphi$ are defined as:

$\nu Z^0. \varphi = \tt$

$\nu Z^{n+1}. \varphi = \nu Z^n. \varphi / Z$

$\mu Z^0. \varphi = \bar{f} \bar{f}$

$\mu Z^{n+1}. \varphi = \mu Z^n. \varphi / Z$

and $\varphi / \psi / Z$ indicates the substitution of $\psi$ for each free occurrence of $Z$ in $\varphi$. 

---

ICSOFT 2009 - 4th International Conference on Software and Data Technologies