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Abstract: The implementation of a recursive algorithm for the estimation of parameters of a linear single-input single-output errors-in-variables system is re-considered. The objective is to reduce the computational complexity in order to reduce the computation time per recursion, which, in turn, will allow a wider applicability of the recursive algorithm. The technique of stationary iterative methods for least squares is utilised, in order to reduce the complexity from cubic to quadratic order with respect to the model parameters to be estimated. A numerical simulation underpins the theoretically obtained results.

1 INTRODUCTION

In the case of linear time-invariant (LTI) errors-in-variables (EIV) models not only the output signals of the system, but also the input signals are assumed to be corrupted by additive measurement noise (Söderström, 2007b). An EIV model representation can be advantageous, if the aim is to gain a better understanding of the underlying process rather than prediction. One interesting approach for the identification of dynamical systems within this framework is the so-called Frisch scheme (Beghelli et al., 1990; Söderström, 2007a), which yields estimates of the model parameters as well as the measurement noise variances. Recently, recursive Frisch scheme algorithms have been developed in a series of papers by the authors (Linden et al., 2008b; Linden et al., 2007; Linden et al., 2008a). This paper considers a fast implementation of the algorithm presented in (Linden et al., 2008a), which reduces the computational complexity from cubic to quadratic order with respect to the model parameters to be estimated, hence allowing a wider range of applicability of the proposed algorithm.

The paper is outlined as follows. The problem of EIV system identification is formulated in Section 2, where the required notation is also introduced. The Frisch scheme, being one particular EIV system identification approach is reviewed in Section 3, where non-recursive and recursive implementations are discussed. Section 4 develops the novel algorithm which reduces the computational complexity from cubic to quadratic order, whilst Section 5 presents numerical examples. Section 6 contains concluding remarks as well as direction for further work.

2 PROBLEM STATEMENT

A discrete-time, LTI single-input single-output (SISO) EIV system is considered, which is defined by

\[ A(q^{-1})y_0 = B(q^{-1})u_0, \]  

where \( i \) is an integer valued time index and

\[ A(q^{-1}) \triangleq 1 + a_1q^{-1} + \ldots + a_nq^{-na}, \]  

\[ B(q^{-1}) \triangleq b_1q^{-1} + \ldots + b_nbq^{-nb} \]  

are polynomials in the backward shift operator \( q^{-1} \), which is defined such that \( x_iq^{-1} = x_{i-1} \). The noise-free input \( u_0 \) and output \( y_0 \) are unknown and only the measurements

\[ u_i = u_0 + \tilde{u}_i, \]  

\[ y_i = y_0 + \tilde{y}_i \]  

are available, where \( \tilde{u}_i \) and \( \tilde{y}_i \) denote the input and output measurement noise, respectively. Such an EIV setup is depicted in Figure 1.

The following assumptions are introduced:

A1 The dynamic system (1) is asymptotically stable, i.e. \( A(q^{-1}) \) has all zeros inside the unit circle.
The noise-free regression vectors with covariance elements are defined by
\[ A = \begin{bmatrix} a_1 & \ldots & a_n \end{bmatrix}_T, \]
where the regression vector is defined by
\[ \theta \triangleq \begin{bmatrix} \theta_1^T & \sigma_j^T \end{bmatrix}_T = \begin{bmatrix} a_1 & \ldots & a_n & b_1 & \ldots & b_{n_1} & \sigma_j & \sigma_a \end{bmatrix}_T. \] (10)

Problem 1. Given an increasing number of \( k \) samples of noisy input-output data \( \{u_i, y_i, \ldots, u_{ik}, y_{ik}\} \), determine an estimate of the augmented parameter vector
\[ \hat{\theta} \triangleq \begin{bmatrix} \hat{\theta}_1^T & \sigma_j^T \end{bmatrix}_T \]
and uncorrelated with \( u_0 \) and \( y_0 \), respectively.

A6 The sequences \( \tilde{u}_i \) and \( \tilde{y}_i \) are mutually uncorrelated and uncorrelated with \( u_0 \) and \( y_0 \), respectively. A notational convention within this paper is that covariance matrices of two column vectors \( v_k \) and \( w_k \) are denoted
\[ \Sigma_{v_k} \triangleq E \left[ v_k v_k^T \right], \quad \Sigma_{w_k} \triangleq E \left[ w_k w_k^T \right], \] (4)
where \( E[\cdot] \) denotes the expected value operator. In addition, vectors consisting of covariance elements are denoted
\[ \xi_{v_k} \triangleq E \left[ v_k c_i \right] \] (5)
with \( c_i \) being a scalar. The parameters are defined within a vector, which is defined by
\[ \theta \triangleq \begin{bmatrix} a^T & b^T \end{bmatrix}_T = \begin{bmatrix} a_1 & \ldots & a_n \end{bmatrix}_T \begin{bmatrix} b_1 & \ldots & b_{n_1} \end{bmatrix}_T, \] (6a)
\[ \hat{\theta} \triangleq \begin{bmatrix} \hat{a}^T & \hat{b}^T \end{bmatrix}_T = \begin{bmatrix} 1 & \theta^T \end{bmatrix}_T. \] (6b)

This allows an alternative formulation of (1)-(3) given by
\[ \hat{\theta}_k^V \hat{\theta} = 0, \]
\[ \hat{\phi}_k = \hat{\phi}_0 + \hat{\phi}_k, \] (7a)
\[ \hat{\phi}_k^T \hat{\phi}_k = \begin{bmatrix} \hat{\phi}_{y_1}^T & \hat{\phi}_{u_1}^T \end{bmatrix}_T \triangleq \begin{bmatrix} -y_1 & y_1 \end{bmatrix}_T, \] (8)
\[ \hat{\phi}_k^T \hat{\phi}_k = \begin{bmatrix} \hat{\phi}_{y_1}^T & \hat{\phi}_{u_1}^T \end{bmatrix}_T \triangleq \begin{bmatrix} -y_i & \phi_i^T \end{bmatrix}_T. \] (9)

The noise-free regression vectors \( \phi_i \), \( \phi_0 \) and the vectors containing the noise contributions \( \hat{\phi}_i \), \( \hat{\phi}_0 \) are defined in a similar manner. The EIV identification problem is now stated as:

3 REVIEW OF THE FRISCH SCHEME

One possibility to address Problem 1 is the so-called Frisch scheme (Beghelli et al., 1990; Söderström, 2006), which defines a set of admissible solutions for the estimates of the input and output measurement noise variances as well as the parameter vector. In order to single out one particular solution, different model selection criteria have been proposed within the literature, leading to different variants of the Frisch scheme (Hong et al., 2007). The criterion which is considered here is the Yule-Walker (YW) model selection criterion described in (Diversi et al., 2006) and the corresponding Frisch scheme algorithm is denoted Frisch-YW.

3.1 Non-recursive Frisch Scheme

The estimates of the (non-recursive) Frisch-YW are characterised by the input measurement noise variance \( \sigma_n \), whose estimate, denoted \( \hat{\sigma}_n^k \), is obtained by the nonlinear set of equations (Beghelli et al., 1990; Diversi et al., 2006)
\[ \theta = \left( \hat{\xi}_q^k - \Sigma_{\theta_0}(\sigma) \right)^{-1} \hat{\xi}_q^k, \] (11a)
\[ \sigma_j = \lambda_{\min} \left( \hat{A}_k \right), \] (11b)
\[ \hat{\sigma}_n^k = \arg \min_{\sigma_n} V_k, \] (11c)
\[ \Sigma_{\theta_0}(\sigma) = \begin{bmatrix} \sigma_i I_{n_o} & 0 \\ 0 & \sigma_d I_{n_d} \end{bmatrix}, \] (12a)
\[ \hat{A}_k \triangleq \Sigma_{\phi_y}^k - \Sigma_{\phi_u \phi_y}, \]
\[ V_k = \frac{1}{2} \left\| \tau_2(\theta) \right\|_2^2 = \frac{1}{2} \left\| \xi_{\phi_y}^k - \xi_{\phi_u}^k \right\|_2^2, \] (12c)
and $\lambda_{\text{min}}$ denotes the minimum eigenvalue operator. The instrument vector, denoted $\zeta_k$, is defined by

$$
\zeta_k = [u_k-n_y-1 \cdots u_k-n_y-n_b]^{T}
$$
(13)

where $n_r \geq n_y + n_b + 1$ denotes the number of instruments which is user specified. The quantity $r_k(\theta)$ denotes the nonlinear least squares residual corresponding to a certain $\theta$. Once the $\sigma_k$ has been estimated, this value is substituted in (11b) and (11a), in order to obtain $\sigma_k^2$ and $\hat{\theta}_k$, respectively. Note that (11a)-(11b) form the core of the Frisch scheme, whilst (11c) is the yaw model selection criterion with the corresponding yaw $\mathbb{Y}$ cost function, denoted $V_k$. Also note that $\hat{\theta}_k$ depends on $\sigma_k^2$ and $\sigma_k^2$, where the latter is also a function of $\sigma_k^2$ defined by (11b), hence, $V_k$ is nonlinear in $\sigma_k^2$.

### 3.2 Recursive Frisch Scheme

**Update of $\theta$.** The recursive Frisch scheme presented in (Linden et al., 2008b) is based on the iterative/recursive bias compensating least squares (RBCLS) approach (Sagara and Wada, 1977; Söderström, 2007b; Zheng and Feng, 1989). Assuming the noise covariances have already been obtained, the parameter vector is computed via

$$
\hat{\theta}_k = \hat{\theta}_k^{LS} + P_k \Sigma_0 (\hat{\sigma}_k^2) \hat{\theta}_{k-1},
$$
(14)

where $\hat{\theta}_k^{LS}$ and $P_k$ are the least squares (LS) estimate and corresponding (scaled) error covariance matrix, respectively. Both quantities are computed via the well known recursive least squares (RLS) algorithm (Ljung, 1999)

$$
\hat{\theta}_k^{LS} = \hat{\theta}_{k-1} + L_k \left( y_k - \hat{\theta}_k^{LS} \hat{\theta}_{k-1} \right),
$$
(15a)

$$
L_k = \frac{P_{k-1} - \hat{\theta}_{k-1} \hat{\theta}_{k-1}^{T}}{\hat{\theta}_k^{LS} + \frac{1}{\gamma_k}},
$$
(15b)

$$
P_k = \frac{1}{1 - \gamma_k} \left( P_{k-1} - \hat{\theta}_{k-1} \hat{\theta}_k^{LS} \hat{\theta}_{k-1}^{T} \right)^T.
$$
(15c)

The quantity $P_k$ is scaled such that $P_k = [\Sigma_0]^{-1}$, whilst the scaling factor $\gamma_k$ is chosen to be $1 - \lambda$, with $\lambda$ being the forgetting factor.

**Update of $\sigma_k$.** For the determination of $\sigma_k$, a conjugate gradient subspace tracking algorithm (cf. (Feng and Owen, 1996)) has been utilised in (Linden et al., 2008b). In order to reduce the computational complexity from cubic to quadratic complexity\(^1\), an approximate algorithm based on the Rayleigh quotient has been proposed in (Linden et al., 2007). This leads to

$$
\hat{\theta}_{k-1} = \hat{\theta}_{k-1}^{LS} + P_k \left[ \sigma_k^{2-1} I_b + \sigma_k^{2} P_k \right] \hat{\theta}_{k-1},
$$
(16a)

$$
\sigma_k^2 = \frac{\hat{\theta}_k^{T} \hat{\theta}_k}{\hat{\theta}_k^{T} \hat{\theta}_k - \hat{\theta}_k^{T} \hat{\theta}_k},
$$
(16b)

where $\hat{\theta}_{k-1}$ denotes an intermediate parameter estimate, which makes use of the most recent estimate of $\sigma_k^2$ (which is determined before the update of $\sigma_k^2$ takes place).

**Update of $\sigma_0$.** For the update of the input measurement noise variance $\sigma_0$, a steepest-gradient algorithm has been proposed in (Linden et al., 2008b). Recently, an alternative approach for the (approximate) minimisation of (12c) has been suggested in (Linden et al., 2008a). There, the cost function $V_k$ is modified by replacing $\theta$ in (12c), which is nonlinear in $\sigma_0$ due to (11a) and (11b), by the approximation $L_0(\hat{\theta}_{k-1})$, which is obtained by making use of linearisations of (11a) and (11b) around the latest estimates $\hat{\theta}_{k-1}$. These linearisations have been developed in (Söderström, 2007a) and are given by

$$
\hat{\theta}_k \approx L_0(\hat{\theta}_{k-1}) = \hat{\theta}_{k-1} + \left( \frac{\Sigma_0}{\sigma_k} - \Sigma_0(\hat{\theta}_{k-1}) \right)^{-1}
$$
(17a)

$$
\times \left( \sigma_k^2 - \Sigma_0(\hat{\theta}_{k-1}) \right).$$
(17b)

For a convenient notation, introduce

$$
t(\hat{\theta}_{k-1}) \triangleq \frac{\Sigma_0}{\sigma_k} - \Sigma_0(\hat{\theta}_{k-1}),
$$
(18a)

$$
+ \left[ \sigma_k^2 - \Sigma_0(\hat{\theta}_{k-1}) \hat{\theta}_{k-1} \hat{\theta}_k^{LS} \hat{\theta}_{k-1}^{T} \right]
$$

$$
\times \left[ \hat{\theta}_k^{T} \hat{\theta}_k - \hat{\theta}_k^{T} \hat{\theta}_k \right].
$$
(18b)

$$
\Sigma_0(\hat{\theta}_{k-1}) \triangleq \frac{\Sigma_0}{\sigma_k} - \Sigma_0(\hat{\theta}_{k-1}).
$$
(18c)

Using this notation, the quantity $\sigma_0$ given by (17b) can be eliminated in (17a) yielding a linear expression for $\theta$ which only depends on $\sigma_0^2$.

$$
L_0(\hat{\theta}_{k-1}) = \hat{\theta}_{k-1} - \Sigma_0^{-1}(\hat{\theta}_{k-1}) t(\hat{\theta}_{k-1})
$$

$$
+ \Sigma_0^{-1}(\hat{\theta}_{k-1}) \kappa(\hat{\theta}_{k-1}) \sigma_0^2. \hspace{1cm} (19)
$$
Substituting \( \theta \) in (12c) with \( L_0(\hat{\theta}_{k-1}) \) allows the approximate cost function to be defined

\[
V_k^\text{lin} \triangleq \frac{1}{2} \left\| r_k(L_0(\hat{\theta}_{k-1})) \right\|^2, \tag{20}
\]

which can be minimised analytically at each time instance \( k \). Differentiating with respect to \( \theta \) and setting equal to zero gives

\[
\hat{\sigma}_k^2 = \frac{J^T(\hat{\sigma}_k^2) \left( \hat{\xi}_k + \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) u_l(\hat{\theta}_{k-1}) \right)}{-J^T(\hat{\sigma}_k^2) \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) k(\hat{\theta}_{k-1})}, \tag{21}
\]

where the Jacobian \( J(\hat{\sigma}_k^2) \) is given by

\[
J(\hat{\sigma}_k^2) = \Sigma_{\hat{\theta}_k}^{-1} \frac{dL_0}{d\sigma_k^2}, \tag{22}
\]

whilst the total derivative of \( L_0 \) is obtained from (19) as

\[
\frac{dL_0}{d\sigma_k^2} = \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) k(\hat{\theta}_{k-1}). \tag{23}
\]

The resulting algorithm, which consists of (14)-(16) and (21) is referred to as recursive Frisch scheme (RFS) within the subsequent development.

4 FAST RECURSIVE FRISCH SCHEME ALGORITHM

It is observed that for the computation of the input measurement noise variance in (21), the matrix \( \Sigma_{\hat{\theta}_k} \) is required to be inverted. A matrix inversion is generally of cubic complexity with respect to its dimension, which is here equal to \( n_k + n_y \), the number of parameters to be estimated. Indeed, this matrix inversion is the bottleneck within the RFS approach described in Section 3.2, since the remaining operations are only of quadratic complexity with respect to the model parameters. Since the intended use for such a recursive scheme lies in an online computation of the system parameters, it would certainly be attractive to reduce the computational burden of the input measurement noise computation to quadratic order. This would allow a wider application of the algorithm for cases where less computational power is available. The development of such an algorithm is the topic of this section.

4.1 First Bottleneck

The first bottleneck is due the computation of the inverse within the total derivative of \( L_0 \), which has been given in Section 3.2 by (23). However, by making use of stationary iterative methods for solving LS problems (Björck, 1996, Chapter 7), Equation (23) can be re-expressed as

\[
\Sigma_{\hat{\theta}_k}^{-1} \frac{dL_0}{d\sigma_k^2} = \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \approx k(\hat{\theta}_{k-1}), \tag{24}
\]

where the matrix splitting is given naturally by (18c). An iterative/recursive way to compute \( dL_0/d\sigma_k^2 \) could therefore be given by

\[
L_0^k = P_k \left[ k(\hat{\theta}_{k-1}) + \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) L_0^{k-1} \right], \tag{25}
\]

where \( L_0^k \) denotes the recursively computed derivative and \( P_k = \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \) is given by the matrix inversion lemma of the RLS algorithm, which is already computed for the determination of \( \hat{\theta}_k \).

4.2 Second Bottleneck

The second bottleneck is due to the matrix inverse within the computation of (19), therefore, an (approximate) recursive expression for \( L_0(\hat{\theta}_{k-1}) \) is required, which is of quadratic complexity only. Firstly, introduce the notation \( L_0(\hat{\theta}_{k-1}) \triangleq L_0^k \), where the index \( k \) is chosen to reflect the fact that \( L_0^k \) corresponds to the linearisation at time instance \( k \) (although it depends on the estimate \( \hat{\theta}_{k-1} \) with time index \( k-1 \)). Secondly, assume that all past \( \hat{\theta}_k \) have been computed using the expression (19), which means that \( \hat{\theta}_{k-1} \) can be replaced with \( L_0^{k-1} \) in (19). Thirdly, from (18a) and (18b) it holds

\[
1(\hat{\theta}_{k-1}) + k(\hat{\theta}_{k-1}) \hat{\sigma}_k^2 = \hat{\xi}_k + \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \hat{\theta}_{k-1} + \left[ \begin{array}{c} \hat{\xi}_k \\ \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \hat{\theta}_{k-1} \end{array} \right] \hat{\sigma}_k^{-1} + \left[ \begin{array}{c} \hat{\xi}_k \\ \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \hat{\theta}_{k-1} \end{array} \right] \hat{\sigma}_k^{-1} \approx \left[ \begin{array}{c} 0 \\ \hat{\xi}_k \end{array} \right] \hat{\sigma}_k^{-1} \left( 1(\hat{\theta}_{k-1}) \right) \tag{26}
\]

and by assuming that \( \hat{\sigma}_k \approx \hat{\sigma}_k^{-1}, \hat{\sigma}_k \approx \hat{\sigma}_k^{-1} \) and using \( \hat{\theta}_{k-1} = L_0^{k-1} \), one obtains

\[
1(\hat{\theta}_{k-1}) + k(\hat{\theta}_{k-1}) \hat{\sigma}_k^2 \approx \left[ \begin{array}{c} 0 \\ \hat{\xi}_k \end{array} \right] \left( \hat{\sigma}_k^2 \right) \left( 1(\hat{\theta}_{k-1}) \right) \left[ \begin{array}{c} L_0^{k-1} \\ \hat{\sigma}_k^2 \left( 1(\hat{\theta}_{k-1}) \right) \end{array} \right] \left( \hat{\sigma}_k^2 \right) \approx \left( \hat{\sigma}_k^2 \right) \left( 1(\hat{\theta}_{k-1}) \right) \left[ \begin{array}{c} L_0^{k-1} \\ \hat{\sigma}_k^2 \left( 1(\hat{\theta}_{k-1}) \right) \end{array} \right] \left( \hat{\sigma}_k^2 \right) = 0 \tag{27}
\]

Finally, by substituting (18c) and (27) into (19), it holds

\[
\left( \hat{\sigma}_k^2 - \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \right) L_0^k = \left( \hat{\sigma}_k^2 - \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \right) L_0^{k-1} \approx \left( \hat{\sigma}_k^2 - \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \right) L_0^{k-1} + \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \left( \hat{\sigma}_k^2 - \Sigma_{\hat{\theta}_k}^{-1}(\hat{\theta}_{k-1}) \right) L_0^{k-1} \tag{28}
\]
which simplifies to
\[ \left[ \hat{\chi}_0^k - \Sigma_0^\psi (\hat{\chi}_{k-1}) \right] L_0^k = -\Sigma_0^\phi (\hat{\chi}_{k-1}) L_0^{k-1} + \hat{\chi}_0^k + \Sigma_0^\psi (\hat{\chi}_k) L_0^{-1}. \] (29)

Thus, by using \( L_0^{k-1} \approx L_0^k \), a recursive computation of the linearised \( \theta \)-equation (17a) is given by
\[ L_k^k \approx \left[ \Sigma_{0v}^k \right]^{-1} \hat{\chi}_0^k + \left[ \Sigma_{0v}^k \right]^{-1} \Sigma_0^\phi (\hat{\chi}_k) L_0^{-1}, \] (30)
which interestingly is, indeed, the RBCLS algorithm given in (14) (i.e. simply replace \( \hat{\theta}_k \) with \( L_k^k \) in (14)). Since the recursive computation of \( L_0^k \) is identical to the RBCLS computation of \( \hat{\theta}_k \), the latter, more familiar, notation can be utilised. Substituting the linearised \( \lambda_{\min} \)-equation (17b), the RBCLS equation becomes
\[ \hat{\theta}_k = \hat{\theta}_0^L + P_k \left[ \Sigma_0^k \hat{\chi}_{k-1} \right] \] \( \Leftrightarrow \)
\[ \hat{\theta}_k = \hat{\theta}_0^L + P_k \left[ \Sigma_0^k \hat{\chi}_{k-1} \right] \] \( \hat{\chi}_0^k \]
\[ = \hat{\theta}_0^L + P_k \left[ \hat{\chi}_{k-1} \right] \] \( \hat{\chi}_0^k \] \[ \left[ \Sigma_0^k \right]^{-1} \Sigma_0^\phi \left[ \hat{\theta}_k \right] \] \( \Sigma_0^k \]
\[ \hat{\theta}_k = \hat{\theta}_0^L + P_k \left[ \Sigma_0^k \hat{\chi}_{k-1} \right] \]
(31)
which simplifies to
\[ \hat{\theta}_k = \hat{\theta}_0^L + P_k \left[ \Sigma_0^k \hat{\chi}_{k-1} \right] \]
(32)
where \( \hat{\chi}_0^k \) is defined by (18b) and
\[ \hat{\chi}_0^k \]
(33)
\[ 4.3 \text{ Fast Update of } \hat{\chi}_0^k \]

Using the previous results, a fast implementation for the update of \( \hat{\chi}_0^k \) can be realised. With the Jacobian at time instance \( k \) being given by (cf. (22))
\[ J_k \triangleq \Sigma_{0v}^k L_k^k, \] (34)
it is therefore possible to compute \( \hat{\chi}_0^k \) as
\[ 0 = J_k \left[ \Sigma_{0v}^k \hat{\theta}_k - \hat{\chi}_0^k \right] \] (35)
and by substituting \( \hat{\theta}_k \) given in (32), the fast update for \( \hat{\chi}_0^k \) is finally given by
\[ \hat{\chi}_0^k = \frac{J_k}{J_k^T \Sigma_{0v}^k P_k \left[ \Sigma_0^k \right]^{-1} \Sigma_0^\phi \left[ \hat{\theta}_k \right]}. \] (36)

Note that only matrix vector multiplications are required for the fast computation of \( \hat{\chi}_0^k \), hence the computational effort is reduced towards quadratic complexity. The fast RFS algorithm, which consists of (14)-(16) and (36) is referred to as FRFS within the subsequent development.

5 NUMERICAL EXAMPLES

It is of interest to compare the RFS estimates with those obtained by the FRFS and also to compare the computation time of both algorithms.

5.1 Estimation of \( \sigma_u \)

A LTI SISO system with \( n_a = n_b = 2 \) and given by
\[ \theta = [-1.5, 0.7, 1, 0.5]^T \] (37a)
\[ \sigma = [2.1, 0.1]^T \] (37b)
is simulated for 1000 samples using a zero mean, white and Gaussian distributed input signal of unity variance. The RFS and FRFS algorithms are applied to estimate \( \theta \) using \( n_a = n_b + 1 \), whilst \( \lambda = 1 \) is chosen (i.e. no forgetting). The estimates of \( \sigma_u \) and \( \sigma_\zeta \) are projected into the intervals \( [0, \sigma_u^\max] \) and \( [0, \sigma_\zeta^\max] \), where the maximal admissible values for the input and output measurement noise variances are chosen to be \( \sigma_u^\max = 2\sigma_u = 0.2 \) and \( \sigma_\zeta^\max = 2\sigma_\zeta = 4.2 \), respectively. The estimates of \( \sigma_u \) are compared in Figure 2. Here it is observed that the projection facility (which

![Figure 2: Estimates of \( \sigma_u \) for using the RFS, and FRFS.](image-url)

sets \( \hat{\chi}_0^k = \hat{\chi}_0^{k-1} \) if the estimate is not within the specified interval) seems to be more often active for the fast algorithm (see around \( k = 420 \)). After approximately 500 recursions, however, the FRFS estimate is barely distinguishable from the RFS, although the FRFS solution seems to be slightly more erratic. Hence, at least in the example considered here, the FRFS appears to be able to approximate the estimate of \( \sigma_u \) obtained by the more computationally demanding RFS algorithm.

5.2 Comparison of Computation Time

Naturally, it is of major interest to compare the computation time per recursion of the FRFS algorithm with that of the RFS scheme. Therefore, the algorithms are applied to systems with an incrementally increasing model order \( m = n_a = n_b = 1, \ldots, 30 \) and the computation time per single recursion is recorded for each identification task. The results are presented.
in Figure 3, which clearly shows the relative reduction of computational complexity for the FRFS approach. For a model order of $m = 30$, the RFS requires around $10^{-3}$ time [s] RFS, while the FRFS requires less than 2.0ms. The fact that the slope of the curve corresponding to the FRFS algorithm is lower than that of the RFS approach illustrates that the computational complexity is reduced from cubic to quadratic order; this underpins the theoretical results obtained in this paper.

### 6 CONCLUSIONS AND FURTHER WORK

The Frisch scheme for the identification of linear time-invariant single-input single-output errors-in-variables systems has been reviewed. The well-known non-recursive case as well as a recently developed recursive algorithm has been discussed. Since the latter is of cubic computational complexity with respect to the number of parameters to be estimated, several approximations have been introduced, in order to reduce the complexity from cubic to quadratic order. This theoretical result is in agreement with the measured computation time which has been obtained for a numerical simulation. This simulation has also shown that the fast algorithm is able to approximate the solution of the computationally more demanding algorithm satisfactorily.

Further work could concern the convergence properties of the recursive algorithm.
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