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Abstract. Agile software development represents a major approach to software engineering. Agile processes offer numerous benefits to organizations including quicker return on investment, higher product quality, and better customer satisfaction. However, there is no sound methodological support of agile release planning – contrary to the traditional, plan-based approaches. To address this situation, we present an agile release planning model and a heuristic optimization algorithm as a solution. Four real life data sets of its application and evaluation are drawn from the lending sector. The experiment demonstrates that this approach can provide more informed and established decisions and support easy optimized release plan productions. Finally, the paper analyzes benefits and issues from the use of this approach in system development projects.

1 Introduction

Development governance covers the steering of software development projects. Traditional governance usually applies command-and-control approaches which explicitly direct development teams. Experiences with these approaches – such as Control Objectives for Information-Related Technology (CobiT) [1], and the Organizational Project Management Maturity Model (OPM) [2] – show that they are too heavy in practice for many organizations, although they provide a wealth of advice [3]. As a reaction to so-called heavyweight methodologies [4], many practitioners have adopted the ideas of agility [5]. Agile approaches are quickly becoming the norm, probably because recent surveys showed agile teams are more successful than traditional ones [6, 7]. Several studies pointed out ≈ 60% increase in productivity, quality and improved stakeholder satisfaction [7, 8], and 60% and 40% reduction in pre-, and post-release defect rates [9].

In recent years, several agile methods have emerged. The most popular methods are Extreme Programming (XP) [10](58%), Scrum [11](23%), and Feature Driven Development (FDD) [12](5%) [13]. Despite variety of methods all of them share the common principles and core values specified in the Agile Manifesto [5].

Release planning is an activity concerned with the implementation of the selected requirements in the next version of the software. Agile release planning is usually based on a prioritized list of requirements (typically User stories) and is made up of the following major steps: the team i) performs estimation on every requirement, ii) determines the number and the length of iterations using historical iteration velocity (i.e. how much work can be done during each iteration), iii) distributes requirements into iterations considering constraints (Figure 1).
**Problems.** The essential aim of release planning is to determine an optimal execution plan of development respect to scarcity of available resources and dependencies between requirements. However, distributions of requirements are iteratively selected and assigned manually into iterations (see Figure 1). As a consequence, the following factors are managed implicitly: P1) *precedences* (temporal constraints between requirements), P2) *resource capacities* (resource demands during iterations), and P3) *priorities* (importance of each requirement delivery). Therefore, optimality of plans (i.e. maximal business value or minimal cost) is heavily based on the manager’s right senses – nevertheless optimized project plans are crucial issues from the economic considerations of both customer and developer sides.

**Objectives.** Our proposed method intends to mitigate previous problems (P1-3) by i) formulating release planning task as an *optimization model* that considers all the previous factors and ii) providing a solution to this model by a *heuristic algorithm* to easily produce release plans.

**Outline.** The rest of the paper arranged as follows: Sec. 2 presents common notions of agile planning; Sec. 3 introduces our optimization model and algorithm; Sec. 4 describes experiences; Sec. 5 discusses our solution; Sec. 6 focuses on related work; Sec. 7 concludes the paper.

## 2 Agile Release Planning

In this section, we introduce agile release planning to provide the necessary background information for the proposed method.

### 2.1 Requirements Specification

Common to all software development processes in any projects is the need to capture and share knowledge about the requirements and design of the product, the development process, the business domain, and the project status. Contrary to the traditional methods (e.g. waterfall), agile methods advocate ‘just enough’ documentations where the fundamental issue is communication, not documentation [4, 11]. The agreed requirements not only drive the development, but direct planning of projects, provide basis for acceptance testing, risk management, trade-off analysis and change control [14]. In agile methods *User stories*, *Features*, and *Use cases* (see XP [10], FDD [12]) are the primary models of requirements and the source of effort estimation.

**Estimating Effort.** Agile teams focus on ‘good enough’ estimates and try to optimize their estimating efforts. A good estimation approach takes short time, and can be used
for planning and monitoring progress [15]. Effort estimation models usually based on size metrics: Story points [16], Feature points [12], and Use case points [17]. These metrics are abstract units, express the whole size of development and usually not directly convertible to person hours/days/months.

**User Stories and Story Points.** The most popular requirements modeling technique in agile methods is the User story technique [16]. User stories are usually materialized on electronic or paper Story cards with the description of i) the feature demanded by stakeholders, ii) the goal of the customers, and iii) the estimated size of the development work is expressed by a Story point and interpreted as person day effort (usually classified into Fibonacci-like effort sequence: 0.5, 1, 2, 3, 5, 8, 13) [15].

**Dependencies.** The complexity of scheduling arises from the interaction between requirements (User stories) by implicit and explicit dependencies. While the previous is given by the scarcity of resources, the latter one is emerged from different precedences between tasks’ realizations [18, 19]:

i) *Functional Implication* ($j$ demands $i$ to function),

ii) *Cost-based Dependency* ($i$ influences the implementation cost of $j$, so useful to realize $i$ earlier),

iii) *Time-related Dependency* (expresses technological and/or organizational demands).

### 3 Optimized Release Planning

In this section we point out release planning can be characterized as a special bin-packing problem. Then we formulate a bin-packing-related optimization model for release planning, and present a solution to this model in the form of a heuristic algorithm.

#### 3.1 Mapping to Bin-packing

Generally, a bin-packing problem instance is specified by a set of items and a standard bin size. The objective is to pack every item in a set of bins while minimizing the total number of bins used [20, 21]. The analogy between release planning and bin-packing problem can be explained as follows.

The team’s resource capacity in an iteration stands for a bin size, while a requirement’s resource demand represents an item size. In the resource-constrained project scheduling problem (RCPSP) context, we can view each iteration within release as a bin into which we can pack different deliverable requirements. Without loss of generality, we can ensure that the resource demand of each requirement is less than team’s resource capacity in an iteration. Then minimizing makespan (i.e. finding the minimum time to completion) of this RCPSP is equivalent to minimizing the number of bins used in the equivalent bin-packing problem [22].

We extend this ordinary bin-packing problem and interpretation with the following elements to provide further computational capabilities for wide-ranging release planning situations (c.f. P1-3): i) precedences between items (requirements) (c.f. 2.1), ii) varying capacities of bins (iterations), and iii) item priorities. From now on we call this extended problem as bin-packing-related RCPSP (BPR-RCPSP).
3.2 Formulating BPR-RCPS Model

Henceforth, without loss of generality, we focus on the User story technique to be more concrete. Given a set of deliverable User stories \( j \in A : |A| = n \) with required efforts \( w_j \), and iterations \( n \) with different capacities \( c_i \ (i \in \{1, 2, \ldots, n\}) \) within a release. Let assign each User story into one iteration so that the total required effort in iteration \( i \) does not exceed \( c_i \) and the number of iteration used as a minimum while precedence relation (matrix) \( P_{j,j'} \in \{0,1\} \) (where \( P_{j,j'} = 1 \) if \( j \) precedes \( j' \), otherwise \( P_{j,j'} = 0 \) – c.f. 2.1) holds. A possible mathematical formulation is:

\[
\begin{align*}
\text{Minimize } & \sum_{i=1}^{n} y_i \quad (1a) \\
\text{subject to } & \sum_{j=1}^{n} w_j x_{i,j} \leq c_i y_i \quad (1b) \\
& i' - i \geq P_{j,j'} \quad x_{i',j'} = x_{i,j} = 1 \quad (1c) \\
& \sum_{i=1}^{n} x_{i,j} = 1 \quad (1d)
\end{align*}
\]

where \( y_i = 0 \) or \( 1 \), and \( x_{i,j} = 0 \) or \( 1 \) \((i, j \in N)\), and

\[
\begin{align*}
x_{i,j} = \begin{cases} 
1 & \text{if } j \text{ is assigned to iteration } i \\
0 & \text{otherwise} 
\end{cases} \quad (2a) \\
y_i = \begin{cases} 
1 & \text{if iteration } i \text{ is used} \\
0 & \text{otherwise} 
\end{cases} \quad (2b)
\end{align*}
\]

The equations denote minimization of iteration count of release (1a), resource constraints (1b), temporal constraints (1c), and an item \( j \) can be assigned to only one iteration (1d). We will suppose, as is usual, that the efforts \( w_j \) are positive integers. Without loss of generality, we will also assume that

\[
\begin{align*}
c_i \text{ is a positive integer} \quad (3a) \\
w_j \leq c_i \text{ for } \forall i, j \in N \quad (3b)
\end{align*}
\]

If assumption (3a) is violated, \( c_i \) can be replaced by \( \lfloor c_i \rfloor \). If an item violates assumption (3b), then the instance is treated as trivially infeasible. For the sake of simplicity we will also assume that, in any feasible solution, the lowest indexed iterations are used, i.e. \( y_i \geq y_{i+1} \) for \( i = 1, 2, \ldots, n - 1 \).

3.3 Solving the BPR-RCPS Problem

For the previously formulated optimization model we developed a Binscheduling algorithm (Algorithm 1). It is a constructive heuristic algorithm, which iteratively selects
Algorithm 1: Binsched algorithm with BF strategy.

Require:
\( w_j \in N \) /* weights of each User story \( j \) */
\( P_{j,j'} \in \{0,1\} \wedge P_{j,j'} = 0 \wedge P \) is DAG /* precedences */
\( p_j \in N, c_i \in N \) /* priority values and capacity of each iteration */

Ensure: \( X_{i,j} \in \{0,1\} \wedge \forall j \exists! i \ X_{i,j} = 1 \)

1: \( n \leftarrow \text{length}(w) \) /* schedulable User stories */
2: \( X \leftarrow [0]_{n,n} \) /* assignment matrix initialization */
3: \( r \leftarrow c \) /* residual capacities of each iteration */
4: \( rlist \leftarrow \emptyset \) /* 'ready list' initialization */
5: \( slist \leftarrow \emptyset \) /* 'scheduled list' initialization */
6: for \( f j = 0 \) to \( n \) do
7: \( \text{pot} \leftarrow \text{findNotPrecedentedItems}(P) \)
8: \( \text{rlist} \leftarrow \text{pot} \setminus \text{slist} \) /* construct ready list */
9: if \( \text{rlist} \equiv \emptyset \) then
10: \( \text{print} \ '\text{Imfeasible schedule}!' \)
11: return \( \emptyset \)
12: end if
13: \( j \leftarrow \min \{ p_j \} : j \in \text{rlist} \)
14: \( i \leftarrow \text{selectBestFittingBin}(w_j, r) \)
15: \( X_{i,j} \leftarrow 1 \) /* assign User story \( j \) to iteration \( i \) */
16: \( r_i \leftarrow r_i - w_j \) /* decrease residual capacity */
17: \( \text{slist} \leftarrow \text{slist} \cup \{ j \} \)
18: \( P_{\{1,...,n\},j} = 0 \) /* delete scheduled User story */
19: end for
20: return \( X \)

and schedules an item (User story) into an iteration – where it fits best. In the program listing lowercase and uppercase letters with indices denote vectors and matrices (e.g. \( c_i, P_{j,j'} \)). While bold-faced letters show concise (without indices) forms (e.g. \( c, P \)).

In the require section the preconditions are given. Each \( w_j \) is the weight (required effort) for User story \( j \) in Story point. Precedences between User stories can be represented by a precedence matrix where \( P_{j,j'} = 1 \) means that User story \( j \) precedes User story \( j' \), otherwise \( P_{j,j'} = 0 \). Both conditions \( P_{j,j'} = 0 \) (no loop) and \( P \) is directed acyclic graph (DAG) ensures that temporal constraints are not trivially unsatisfiable. Priorities \( p_j \) express stakeholders’ demands and are used by the scheduler algorithm as a rule when choosing between concurrent schedulable User stories. Capacities of iterations are calculated by taking the historical values of iteration velocities into consideration. The ensure section prescribes the postcondition on the return value (\( X \)): every User story \( j \) has to be assigned to exactly one iteration \( i \).

During scheduling steps, first the initial values are set (line 1 – 5). The iteration value (\( n \)) is equal to the number of User stories (line 1). The residual capacity denotes the remained capacity of an iteration after a User story is assigned – so it is initially set to capacity (line 3). The algorithm uses a ready list (rlist) and a scheduled list (slist) to keep track of schedulable and scheduled User stories. Potentially schedulable items (pot) are unscheduled items from which the algorithm can choose in the current con-
control step without violating any precedence constraint (line 7). Previously assigned items are extracted from potentially schedulable items to form the ready list (line 8). As long as the ready list contains schedulable items, the algorithm chooses items from that list – otherwise the schedule is infeasible (line 9). The minimum priority item is selected from the ready-list to schedule (line 13). To find the proper iteration term for the selected item, the best fit (i.e. having the smallest residual capacity) strategy (line 14) is applied, and an item $j$ is assigned to iteration $i$ (i.e. $X_{i,j} = 1$). As a consequence residual capacity of iteration $i$ is decreased by item weight $w_j$ (line 16). Finally, scheduled list (slist), is updated with scheduled item (lines 17), and no longer valid precedence relations are also deleted from $P$ after scheduling of the given item (lines 18). Iteration proceeds until all items are assigned to iterations (line 6-19).

After termination, $X$ contains the User story assignments to iterations, where the number of nonzero columns denotes the packed iterations (i.e. $z \leftarrow \text{length} \left( \text{nonZeros} \left( \sum^B_{j=1} w_j x_{i,j} \right) \right)$ – c.f. (1a)).

There can be used several strategies (e.g. FirstFit, BestFit) to find the appropriate release plan, but we used only one (the best fit) for simple demonstration (line 14). This greedy strategy makes a series of local decisions, selecting at each point the best step without backtracking or lookahead. As a consequence, local decisions miss the global optimal solution, but produce quick (time complexity is clearly $O(n \log n)$) and usually sufficient results for practical applications [21].

Figure 2 illustrates the packing concept. This example shows the post-mortem release planning result of a real life development situation using the previous algorithm.

Figure 3.3 demonstrates the histogram of schedulable User stories. The $x$-axis enumerates Story point categories (weights), while $y$-axis shows how many User stories fall into these categories. Figure 3.3 depicts planning results produced by Binsched algo-
4 Experimentation

To obtain a proof-of-concept we implemented a prototype as a scheduling toolbox in Matlab [23]. Four past release data sets – extracted from the backlog of IRIS application developed by Multilogic Ltd [24] – were compared against the results of simulations applying the same inputs [25].

4.1 Context and Methodology

IRIS is a client risk management system (approx. 2 million SLOC) for credit institutions for analyzing the non-payment risk of clients. It has been continual evolution since its first release in the middle of 90s. The system was written in Visual Basic and C# the applied methodology was a custom agile process. The release planning process were made up of the following steps. First, the project manager used intuitive rule for selecting User stories from the backlog into a release. Then the team estimated on every User story and determined the number and the length of iterations within the release – based on iteration velocity. Finally, the team distributed User stories into iterations considering priorities and precedences.

4.2 Data Collection and Results

Four data sets (Collateral evaluation, Risk assumption, Ukrainian deal flow I/II – respectively $R_A$ – $R_D$) were selected to make a comparison between the algorithmic method and the manual release planning carried out previously at Multilogic. The $R_A$ data set is used to present the concept in the previous example (Figure 2). All the releases had same project members (6 developers), iteration length (2 weeks), iteration velocity (30 Story point), domain, customer, and development methodology, but they were characterized by different User story counts ($USC$), Iteration counts ($IC$), Buffer per releases ($BpR$) (for contingencies), and delivered Story point per iteration ($SP_i$). Table 1 summarizes the variables of $R_A$ – $R_D$ collected from the company’s Microsoft SharePoint-based backlog. To determine the usefulness of our proposed method, we used historical data as input of the Binsched algorithm (Algorithm 1). This method made it possible to compare performance of the algorithmic (optimized) approach against the manual one. Computed values ($R^*_A$ – $R^*_D$) are shown in Table 2 (since $USC$, $IC$, $BpR$ were the same as Table 1 they are not shown).
### Table 1. Historical release plan values ($R_A - R_D$).

<table>
<thead>
<tr>
<th>USC</th>
<th>IC</th>
<th>$B_{SP}$</th>
<th>$SP_1$</th>
<th>$SP_2$</th>
<th>$SP_3$</th>
<th>$SP_4$</th>
<th>$SP_5$</th>
<th>$\sum_{i}^{5} SP_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_A$</td>
<td>33</td>
<td>4</td>
<td>3.0</td>
<td>28.0</td>
<td>35.0</td>
<td>24.0</td>
<td>30.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$R_B$</td>
<td>25</td>
<td>3</td>
<td>4.5</td>
<td>33.0</td>
<td>34.5</td>
<td>18.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$R_C$</td>
<td>27</td>
<td>5</td>
<td>12.5</td>
<td>31.5</td>
<td>33.0</td>
<td>23.0</td>
<td>26.0</td>
<td>24.0</td>
</tr>
<tr>
<td>$R_D$</td>
<td>27</td>
<td>4</td>
<td>3.5</td>
<td>29.5</td>
<td>33.0</td>
<td>27.0</td>
<td>27.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### Table 2. Optimized release plan values ($R_A^* - R_D^*$).

<table>
<thead>
<tr>
<th>$SP_i$</th>
<th>$SP_i^*$</th>
<th>$SP_i^*$</th>
<th>$SP_i^*$</th>
<th>$SP_i^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_A$</td>
<td>30.0</td>
<td>30.0</td>
<td>29.0</td>
<td>28.0</td>
</tr>
<tr>
<td>$R_B$</td>
<td>30.0</td>
<td>28.5</td>
<td>27.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$R_C$</td>
<td>29.5</td>
<td>30.0</td>
<td>30.0</td>
<td>29.0</td>
</tr>
<tr>
<td>$R_D$</td>
<td>29.5</td>
<td>30.0</td>
<td>30.0</td>
<td>27.0</td>
</tr>
</tbody>
</table>

### 4.3 Analysis

The analysis goal was to compare the manual and the optimized approaches using the same input variables. The following key questions were addressed: **Q1**: What are the staffing requirements over time?; **Q2**: How many iterations do we need per release?; and **Q3**: How buffers for contingencies are allocated?

To answer to these questions, 1) we carried out Exploratory Data Analysis (EDA) [26, 27] to gaining insight into the data sets, then 2) we performed descriptive statistical analysis to compare the main properties of the two approaches.

**Qualitative Analysis.** The following EDA techniques (called 4P EDA) are simple, efficient, and powerful for the routine testing of underlying assumptions [26]:

1. **run sequence plot** ($Y_i$ versus iteration $i$)
2. **lag plot** ($Y_i$ versus $Y_{i-1}$)
3. **histogram** (counts versus subgroups of $Y$)
4. **normal probability plot** (ordered $Y$ versus theoretical ordered $Y$)

where $Y_i \equiv \sum_{j=1}^{n} w_j x_{i,j}$ (i.e. sum of assigned Story point of each iteration (c.f. 1b) were identified as result variables to test or questions (Q1-3).

The four EDA plots are juxtaposed for a quick look at the characteristics of the data (Figure 3). The assumptions are addressed by the graphics:

**A1:** The run sequence plots indicate that the data do not have any significant shifts in location but have significant differences in variation over time.

**A2:** The upper histogram depicts that the data are skewed to the left, there do not appear to be significant outliers in the tails, and it is reasonable to assume the data are from approximately a normal distribution. Contrary, lower one shows asymmetry (skewed to the left heavily), data are more peaked than the normal distribution. Additionally, there is a limit in the data (30) that can be explained by the subject of the optimization (c.f. 1b).

**A3:** The lag plots do not indicate any systematic behavior pattern in the data.
The normal probability plot in upper approximately follows straight lines through the first and third quartiles of the samples, indicating normal distributions. On the contrary, normality assumption is in fact not reasonable on the right.

From the above plots, we conclude that there is no correlation among the data (A3), the historical data follow approximately a normal distribution (A4), and the optimized approach yields more smooth release padding and less variance (A1, A2).

Quantitative Analysis. Due to A3 data sets could be analyzed with summary (descriptive) statistics (Table 3), and hypothesis test. Table 3 shows important differences between the historical and optimized data:

D1: in the optimized case sample standard deviation is approximately halved, which supports A1.
D2: despite of the fact that iteration velocity was 30 Story points the release plan prescribed 35 in the historical case which resulted 17% resource overload (c.f. A2).
D3: relatively large skewness of the optimized case (histogram in Figure 3) can be interpreted by the capacity constraints of the optimization (see 1b).
D4: relatively large kurtosis of the optimized case (histogram in Figure 3) can be explained by the subject of the optimization (see 1a).

After statistical analysis, Lilliefors test is carried out to quantify the test of normality (c.f. A4) at $\alpha = 95\%$ significance level: historical data comes from a normal distribution ($H_0: F(Y_i) = \Theta(Y_i)$), against the alternative hypothesis ($H_1: F(Y_i) \neq \Theta(Y_i)$).
Table 3. Comparison with descriptive statistics.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
<th>Std.dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_{A-B}$</td>
<td>28.53</td>
<td>18.0</td>
<td>35.0</td>
<td>4.78</td>
<td>-0.48</td>
<td>2.50</td>
</tr>
<tr>
<td>$R_{A^*B}$</td>
<td>28.53</td>
<td>19.0</td>
<td>30.0</td>
<td>2.75</td>
<td>-2.82</td>
<td>10.35</td>
</tr>
</tbody>
</table>

The result yielded $p\text{-value} = 0.5$ (observed significance level). As $p\text{-value} > (1 - \alpha)$ so historical data follow normal distribution (so $H_0$ was accepted at 95% significance level). Since the sample was relatively small, the Lilliefors test was adequate [26].

Finally, maximum likelihood estimation (MLE) procedure was accomplished to find the value of $\mu$ (expected value) and $\sigma$ (standard deviation) parameters of the normal distribution. The estimation resulted $\mu = 28.53$ and $\sigma = 4.63$ values [27].

As a consequence, in the optimized case: staffing requirements (c.f. Q1) showed more smooth release padding, with less variance and an upper limit, therefore constituted less risk level regarding resource overload; iteration counts per releases (c.f. Q2) did not exhibit any differences contrary to the historical data; finally release buffers (c.f. Q3) were moved from the end of iterations to the end of releases which more advisable to mitigate risks [28].

5 Discussion and Related Work

Without loss of generality, we have selected User story as the most popular agile requirements modeling technique as a subject of release planning. User stories have many advantages including i) comprehensible to both customers and the developers, ii) emphasize verbal rather than written communication, iii) represent a discrete piece of functionality, iv) work for iterative development, and finally v) right sized for estimating (i.e. Story points [16]) and planning [10, 15].

We applied the popular Story point method to estimate realization duration of each User story. Up to now, several case studies reported that the Story point is a reliable method to estimate the required effort at the release planning phase [6, 7, 16].

Then we formulated release planning as BPR-RCPSP to provide algorithmic User story distribution considering i) team’s resource capacity in an iteration and ii) minimizing the number of iteration used scheduling objective. Our proposed BP-RCPSP is an extension of bin-packing optimization model to cover wide-ranging release planning situations with the expression of: i) precedences between requirements (c.f. 2.1), ii) varying capacities of iterations, and iii) requirements priorities (c.f. P1-3). This interpretation makes it possible to adapt extremely successful heuristic algorithms applied to solving bin-packing situations. Generally, bin-packing problems are combinatorial NP-hard problems to which a variety approximation and only a few exact algorithms are proposed. The most popular heuristics in approximation algorithms are First-Fit (FF), Next-Fit Decreasing (NFD), First-Fit Decreasing (FFD), where the time complexity is $O(n\log n)$ – considering the worst-case performance ratio of the algorithm [21].

We developed a bin-packing algorithm (Binsched) for the BP-RCPSP model which illustrated the iteration capacities are filled more smoothly (c.f. Q1) and release buffers are adjusted to the end of the last iterations (c.f. Q3) to prevent slippage of schedule by the optimal usage of buffers [28]. Metrics indicated that the algorithmic approach
balanced the workload by halved the dispersion (coefficient of variation ($c_v = \frac{\sigma}{\mu}$); $c_{v_{hist}} = 0.17 > c_{v_{optm}} = 0.09$) therefore provided less risky release plans besides satisfying the same constraints. Moreover, the easy and fast computation allows the user to generate alternative selections and what-if analysis to tailor the best plan for the specific project context and considering the stakeholders’ feedbacks by altering constraints, capacities and priorities.

The growing pressure to reduce costs, time-to-market and to improve quality catalyzes transitions to more automated methods and tools in software engineering to support project planning, scheduling and decisions [14]. Scheduling requirements into the upcoming release version is complex and mainly manual process. In order to deal with this optimization problem some method have been proposed. Compared to the extensive research on requirements priorization [29, 30], interdependencies [19, 18], and estimation [17], only few researches performed requirements release planning. In [19] release planning was formulated as Integer Linear Programming (ILP) problem, where requirement dependencies were treated as precedence constraints. The ILP technique is extended with stakeholders’ opinions in [31], and with some managerial steering mechanism that enabled what-if analysis [32]. In [33] a case study showed that integration of requirements and planning how significantly (＞50%) can accelerate UML-based release planning. Furthermore, all the previous methods relate to the traditional RCPSP.

6 Conclusions

Up to our best knowledge, the proposed optimized model formulation of agile release planning is novel in the field. Although, there are some tenets to manual planning [6, 15] algorithmic solution could not be found. To evaluate our model a simulation was carried out that demonstrated the method could easily cope with the previously manually managed planning factors i.e. precedences, resource constraints and priorities (c.f. PI-3) besides providing optimized plans. Additionally, this approach provides more informed and established decisions with application of what-if analysis, and mitigates risks with more smooth and limited requirements allocation and with moving buffers to the end of releases. We believe the results are even more impressive in more complex (more of constraints, user stories etc.) situations.

We think that our proposed method is a plain combination of the present theories and methods, that is demonstrated by the empirical investigation and the prototype. It lead us to generalize our findings beyond the presented experiments.
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