Mammographic Density Classification based on Local Histograms
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Abstract. In this work, the task of classifying mammograms according to breast density is studied using a local-histogram-based feature extraction method and a non-parametric classification scheme. Breast density estimation is important due to its association with a higher risk of cancer and an increased difficulty of diagnosis. 322 images from the Mammographic Image Analysis Society (MIAS) Database have been analyzed, and the density prediction accuracy of the method has been assessed. The obtained results show an agreement of 77.96% between automatic and expert radiologist manual classification.

1 Introduction

Breast cancer is a leading cause of cancer-related mortality in women. Some studies have estimated that approximately 12.6% of women will develop breast cancer during their lifetime [1]. Early detection of cancer is extremely important as only an early treatment will cure the disease in a significant number of cases.

Mammographic screening programs are currently an effective method to detect breast cancer at an early stage, because they allow the identification of tumors before being palpable. Nevertheless, it is not trivial for a radiologist to interpret correctly a mammogram due to the extremely wide variation in the mammographic appearance of normal and abnormal tissue of the breast. In fact, only 15 to 35% of women with radiographically-suspicious non-palpable lesions who are subject to a biopsy, show malignancy after histological analysis [2, 3]. On the other hand, some incipient tumors can remain undetected after a radiography has been examined, which makes difficult a successful treatment. Retrospective studies have shown that, in current breast cancer screening, 10% to 25% of the tumors are missed by the radiologist [4, 5].

In case of dense breasts, the diagnosis is even more difficult, because dense tissue has similar X-ray attenuation than some type of tumors. Therefore, dense breast tissue can obscure a lesion. In addition to the difficulty involved in the detection of certain types of tumors in dense breasts, some studies have demonstrated a correlation between dense tissue and the risk of developing cancer [6–8]. The risk of breast cancer associated with mammographic density is larger than almost all other risk factors for the disease. Women with dense breasts are at four-to-six-fold higher risk than those with primarily fatty breasts [9, 10, 8].
Since the discovery of this relationship, several metrics for breast density classification have been proposed: Wolfe’s four parenchymal patterns [6, 7], Tabar’s five patterns [11], Boyd’s six class categories [8] and BI-RADS [12].

Regardless of the method employed to classify and estimate the mammographic density, this measure is of major importance as it could influence the choice of alternative screening paradigms, such as keeping short the intervals between mammograms, using other modalities such as magnetic resonance imaging (MRI), or to signal the need for more careful interpretation of the mammogram, as double-reading. However, all these methods based on the radiologists’ assessment present a major drawback: the subjectiveness in the categorization.

Computer-assisted measurement of breast density has been studied in the last few years in an attempt to obtain more objective risk assessments. Boyd et al. [8] proposed a semiautomatic method based on interactive thresholding which computes the percentage of the segmented dense tissue over the segmented breast area. Jamal et al. [13] described a similar technique and compared the semi-automatic assessment of breast density with Tabar patterns. Karssemeijer [14] developed an automated method where features are calculated from gray level histograms computed in different regions in which distance to the skin line is approximately equal, and then classified using the k-nearest neighbor (k-NN) rule. Saha et al. [15] described a method using a scale-based fuzzy connectivity approach. Klifa [16] et al. developed a segmentation technique based in fuzzy clustering to quantify breast density from MRI data. Oliver et al. [17] suggested an approach based on gross segmentation and the extraction of texture features of pixels with similar tissue appearance. This work was extended in [18] where a Fuzzy C-Means clustering approach was used for gross segmentation. Muhimmah et al. [19] used a feature extraction scheme based on a multiresolution histogram.

Segmentation of non-fatty tissue in mammograms appears to be more difficult than one might think, due to large differences in appearance between different parenchymal types [14]. In this sense, global thresholding techniques give limited results as mammograms differing in their density can present similar global histograms and vice versa.

Our approach is based on local gray-level histograms and on a two-stage classification scheme.

2 Dataset

In this work, the Mammographic Image Analysis Society (MIAS) Database [20] has been used both to train and to evaluate the proposed method according to a leave-one-out scheme.

The MIAS database contains 322 mammograms corresponding to the left and right breasts of 161 patients. Each image has a resolution of 200µm per pixel and a size of 1024 × 1024 pixels. Mammograms have been subjectively classified by a radiologist as fatty (F), glandular (G) and dense (D), according to its parenchymal tissue. This classification is what we consider the ground-truth. From the 322 mammograms that contains the dataset, 106 correspond to class F, 104 to G and 112 to D. Figure 1 shows a mammogram of each class.
It must be mentioned that this classification approach differs from that of Wolfe [6], Tabar [11], Boyd [8] and BI-RADS [12] presented at section 1 which all used four or more classes.

Fatty and dense tissue areas have not been segmented in each mammogram during the labeling process. Instead, a single global label is assigned to the whole mammogram.

3 Methodology

As mentioned before, only a single class label (F, G or D) is specified for each mammogram. This means that ground-truth at pixel level (or local level) is not available and therefore it is not possible to use a supervised method based on local features to train the classifier. On the other hand, methods based only on global features tend to fail due to high intraclass variability. In our approach, an unsupervised method for training with local features, which assigns local labels to each region of the mammogram is used. Then a supervised method where each mammogram is globally represented by a histogram of local labels is applied. This process is shown in Figure 2.

In a first process, the breast is manually segmented from the background of the mammogram. In this process, the breast is separated from other objects present in the mammography: black background, labels and the pectoral muscle. Although this can be automatically performed [14], in this work we have relied on a manual segmentation to avoid any contribution of segmentation errors to the results.

In the training phase, local features are first extracted from each image in the training set. For this purpose, a local window of 40x40 pixels is shifted along the breast region and the gray level histogram is computed at each position of the window, producing a local feature vector for each local window. To make these features invariant to acquisition parameters, breast thickness or other factors non-related with parenchymal type, histograms are stretched over the range $[0 – 31]$. With this operation we give
more relevance to the contrast between different textures in the local window, rather than the average gray level. In addition, histograms are conveniently reduced from 256 to 32-dimensional feature vectors to limit the contribution of noise and the intraclass variance.

Then, the set of all local feature vectors is partitioned into $n$ clusters using the $k$-means algorithm. This yields what we call the local model. Finally, the number of local feature vectors belonging to each cluster is computed for each mammogram. This yields an $n$-dimensional vector per mammogram, representing the normalized $n$-clusters histogram. This is what we call the global features vector of the mammogram and the set of all these vectors gives rise to the global model.

In the test phase, local feature vectors are computed in the same way as in the training phase. Then, local vectors are classified against the local model using the $k$-nearest neighbors ($k$-nn) rule, which assigns a cluster label to each vector. Next, cluster labels are counted to generate the normalized $n$-clusters histogram (global feature vector). Finally, this vector is classified against the global model using the $k$-nn rule again, which gives an F-G-D hypothesis.

### 4 Experiments and Results

For the evaluation of the performance of our approach, the whole set of 322 mammograms in the MIAS database was used. A leaving-one-patient-out technique has been employed, guaranteeing that when a mammogram is being classified, all the prototypes belonging to the same patient are left out from the training set.

Experiments were carried out for different number of clusters. The best results were obtained with 6 clusters. According to the classification in one of the three aforementioned classes determined by a radiologist, a success rate of 77.96% was obtained. The “Major classification error rate” (confusion between classes $F$ and $D$) was only 1.24%. Among major errors, 75% (3 out of 4) are due to misclassifying a dense mammogram in class $F$, while 25% (1 out of 4) are due to misclassifying a fatty mammogram in class...
D. It must be said that, in a practical task consisting of detecting specifically the images of dense breasts, misclassifying a dense mammogram in class F would be more serious than misclassifying a fatty mammogram in class D.

Table 1 shows the confusion matrix obtained. Rows represent the hypothesis and columns the ground truth.

**Table 1.** Confusion matrix for automatic classification and MIAS groundtruth.

<table>
<thead>
<tr>
<th>Fatty</th>
<th>Glandular</th>
<th>Dense</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatty</td>
<td>94</td>
<td>8</td>
</tr>
<tr>
<td>Glandular</td>
<td>11</td>
<td>67</td>
</tr>
<tr>
<td>Dense</td>
<td>1</td>
<td>29</td>
</tr>
</tbody>
</table>

Our approach has been compared with other published results using the MIAS database. Table 2 summarizes these results. Muhimmah et al. [19] used a multi-resolution histogram technique and a Directed Acyclic Graph - Support Vector Machine (DAG-SVM) classifier. Oliver et al. [17] used a method based on gross segmentation and the extraction of texture features of pixels with similar tissue appearance. A Decision Tree was employed for classification. Masek et al. [21] used average histograms of each density class as features and a Euclidean distance measure.

**Table 2.** Comparison with published results using the MIAS database.

<table>
<thead>
<tr>
<th>Author</th>
<th>Agreement (%)</th>
<th>Major errors (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our approach</td>
<td>77.96</td>
<td>1.24</td>
</tr>
<tr>
<td>Muhimmah et al.</td>
<td>77.57</td>
<td>3.43</td>
</tr>
<tr>
<td>Oliver et al.</td>
<td>70.0</td>
<td>4.44</td>
</tr>
<tr>
<td>Masek et al.</td>
<td>62.42</td>
<td>–</td>
</tr>
</tbody>
</table>

Our method outperforms the existing techniques tested with the MIAS database, and more importantly, major errors have been drastically reduced, which suggests that most of the minor errors could be attributed to mammograms whose density are actually in the frontier between two classes.

Also radiologists are reported to disagree on classifications. Some studies have found an inter-observer agreement of 66 to 80% [14, 18] in a 4-class test. Therefore, a significantly higher agreement using automatic classification is probably not to be expected.

**5 Conclusions**

Experiments of classification of mammographic density using local gray-level histograms and a two-stage classification scheme are presented. Using 322 images from the Mammographic Image Analysis Society (MIAS) Database in a 3-class leaving-one-out test, the results of 77.96% of agreement and 1.24% of major errors show an improvement
over other existing techniques. These results are probably at the same level that could be expected for expert manual classification.
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