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Abstract: This article describes a machine learning based approach applied to acquiring empirical forecasting models. The approach makes use of the LAGRAMGE equation discovery tool to define a potentially very wide range of equations to be considered for the model. Importantly, the equations can vary in the number of terms and types of functors linking the variables. The parameters of each competing equation are automatically fitted to allow the tool to compare the models. The analysts using the tool can exercise their judgement twice, once when defining the equation syntax, restricting in such a way the search to a space known to contain several types of models that are based on theoretical arguments. In addition, one can use the same theoretical arguments to choose among the list of best fitting models, as these can be structurally very different while providing similar fits on the data. Here we describe experiments with macroeconomic data from the Euro area for the period 1971–2007 in which the parameters of hundreds of thousands of structurally different equations are fitted and the equations compared to produce the best models for the individual cases considered. The results show the approach is able to produce complex non-linear models with several equations showing high fidelity.

1 INTRODUCTION

Understanding the nature of the inflation process is a central issue in macroeconomics. The private agents, businesses and households alike, are interested in its forecasting, as expectations on inflation, and other key macro-variables, affect the way in which they make their investment and saving decisions and negotiate labour contracts. Policy makers, especially those in charge of monetary policy, are interested in both forecasting and control of inflation.

The general characteristics of the inflation process, as well as the structure of the economy are evolving through time. After the 1980s, inflation levels have declined in the industrialised countries, coinciding with low volatility of both inflation and output, less pronounced and shorter business cycles (Stock and Watson, 2003). Many have speculated on the potential sources of this phenomenon, also known as

the Great Moderation — successful monetary policy, globalisation, financial markets developments (overcoming of financial costs and borrowing constraints for both residential and business investment), or good fortune. With the sudden collapse of the financial markets in the last few weeks, it is possible that this period of stability may be followed by a transitional period while the system switches to a new regime. This is likely to further fuel the discussion on the understanding of the underlying processes and the way in which they are modelled. We believe that this discussion should be informed by both theoretical insight and analysis of the empirical data.

With this work, we want to attract the attention to a machine learning approach, combining these two aspects through the search for empirical models in which the chosen functional dependencies between the system variables are economically sound, but the actual functional form of these dependencies is selected from a much wider than usual spectrum of options. We use a dataset of macroeconomic observations from the Euro area and supply the LA-
GRAMGE equation discovery tool used here with a range of grammars describing the possible syntax (functional terms, dependencies between variables, maximum complexity) of each equation. The recursive empirical models produced as a result are tested on their ability to (1) predict the next state of the system from past observations for the data used to learn the model (i.e., using training data to measure the “in-sample” error), (2) predict the next state from past observations for data not used in the training (using the test data to measure “out-of-sample” error), and, finally, (3) forecast the future of the system (parameter in question) starting from the last observation used in training, and recursively using the model’s own predictions to look another step ahead in time. The results suggest that the empirical approach is able to reproduce the results of other approaches, when similarly constrained, and go further to produce complex nonlinear models able to forecast inflation over considerable periods of time.

2 BACKGROUND

2.1 Empirical Modelling of the Inflation Process

In addition to the observed decline in inflation volatility in recent years, the inflation had grown increasingly disconnected from other macro variables. The inflation process can be modelled as a function of its own history, in which the possibility of a time trend in the inflation process can be modelled as a function of its dependence between the nominal and the real side of where \( \pi \) autoregressive model univariate kind are known to produce forecasts that are hard to estimate. Linear estimations of that own history, in which the possibility of a time trend is also taken into account. Linear estimations of that kind are known to produce forecasts that are hard to estimate their value for forecasting.\n
\[
y_t = f(y_{t-1}, y_{t-2}, ..., y_{t-i}, r_{t-1}, ..., f) \quad (2)
\]

\[
\pi_t = f(\pi_{t-1}, \pi_{t-2}, ..., y_t, y_{t-1}, ..., f) \quad (3)
\]

\[
r_t = f(\pi_t, \pi_{t-1}, ..., y_t, y_{t-1}, ..., f) \quad (4)
\]

2.2 Machine Learning, Equation Discovery and LAGRAME

Machine Learning (ML) aims at describing the properties of a set of observations from a given source, and/or making predictions about the nature of future observations from the same source. Both goals are achieved by changing the representation of available data as expressed in its original form (or object language) into another representation (using another formalism, known as hypothesis language). The new representation copies closely the information encoded in the original data, but is usually more general, and allows statements to be made about yet unseen cases. ML can be seen as the search for a mapping from a set of inputs to an output; this mapping is often a function. In the context of searching for macroeconomic models, this means functional relationships between the observed variables can be determined.

No ML algorithm can make predictions unless it employs a bias (Mitchell, 1997). In general, the bias will restrict the range of possible functions (models, hypotheses) that can be described by the hypothesis language. For instance, the set of data points \( \{(0,0), (\pi,0), (2\pi,0)\} \) can be modelled by the functions \( y = 0 \), \( y = \cos x \) or \( y = x(x - \pi)(x - 2\pi) \), depending on the bias, which may restrict the hypothesis to a linear, trigonometric or polynomial function.

Such a bias is also called language bias to distinguish it from the preference bias, allowing a choice between alternative models with equal coverage of the available data. Here some simple, but general principles (heuristics) are often employed. For instance, Occam’s razor (Mitchell, 1997) favours the simplest hypothesis language, while the Minimal Description Length (MDL) bias (Rissanen, 1978) suggests a trade-off between the complexity of the hypothesis language and that of the resulting representation of the data. The area of ML focusing on the search for quantitative laws, expressed as equations, is known as equa-
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Ahead, the latter being used as a proxy for the ex- capita expenditure.

Wherever the real interest rates were needed, they were assumed to be equal to the nominal interest rates minus the realised (i.e., actual) inflation one period ahead, the latter being used as a proxy for the expected inflation rate.

2.3 The Euroarea Dataset

The dataset used consists of quarterly data of the annual rates of inflation \( \pi \), output growth \( y \), and the nominal interest rate \( r \) for the Euro area in the period 1971Q1–2007Q4 (see Table 1). The dataset was divided into data used for model estimation (i.e., training sample/dataset, comprising all readings in the period 1971Q1–2005Q1), and a test dataset 2005Q2–2007Q1, which was used to evaluate the models on previously unseen data ("out-of-sample evaluation"). Wherever the real interest rates were needed, they were assumed to be equal to the nominal interest rates minus the realised (i.e., actual) inflation one period ahead, the latter being used as a proxy for the expected inflation rate.

2.4 Experimental Design

All models are obtained by designating an output variable in the dataset, and specifying the range of other variables that are to be considered as independent variables in the equation. This is repeated until equations for all output variables in the model are obtained. We also have to specify the operators and functors that may appear in each equation. In all cases, the equations can be expressed as sums of some the following types of terms:

- A constant: \( c \).
- A product of a constant and a variable: \( c_i V_j \).
- A product of a constant and two variables: \( c_i V_j V_k \).
- A product of a constant, a variable, and a \( sin \) function of a linear function of the same or other variable: \( c_i V_j \sin(c_j V_j + c_k) \).
- A product of a constant, and two \( sin \) functions with arguments as above: \( c_i \sin(c_j V_j + c_k) \sin(c_j V_j + c_m) \).

The above range makes possible to describe a range of linear and non-linear equations that will be considered by the learner.

3 RESULTS AND EVALUATION

Firstly, we estimate a baseline linear autoregressive model – inflation as a function of its previous two values – using standard tools (Matlab). The resulting equation is:

\[
\pi_t = 0.04 + 1.49\pi_{t-1} - 0.50\pi_{t-2} + \varepsilon_t
\]

where \( \varepsilon \) is the model’s error. Using LAGRAMGE to perform the same task produces the following equation:

\[
\pi_t = 0.06 + 1.38\pi_{t-1} - 0.40\pi_{t-2} + \varepsilon_t
\] (6)

The evaluation of the accuracy of the models is performed according to the root mean squared error (RMSE), and mean absolute error (MAD). The baseline and the LAGRAMGE model have almost identical accuracy - with the out of sample accuracy greater than the in-sample accuracy. Figure 1 shows the in-sample fit (up to 2005Q1) and out of sample (from 2005Q2 onwards) forecasts.

Non-linear models relax the language bias and allow for potentially more complex and accurate models (Clements et al., 2004). The full capabilities of LAGRAMGE are used when looking for non-linear specifications. The best equation has an infinitesimal time trend which is unlikely to be significant. (It also produces inferior out of sample forecasts). Therefore we skip to the second-best equation, reported below:

\[
\pi_t = 0.04 + 1.49\pi_{t-1} - 0.50\pi_{t-2} + \varepsilon_t
\] (5)
The accuracy of this non-linear autoregressive model is shown in Fig. 2.

The next class of models learned assumes that forecasts are based on a system of equations, as described in Eq. 2–4. The best equation, in terms of in-sample fit, on the real interest rate provides us with the following equation:

\[ r_t = 6.98 + 0.05r_{t-2} + \\ 8.88 \sin(0.09r_{t-1} - 32.21) \sin(0.05r_{t-1} + 14.18) + \\ 23.14 \sin(0.01r_{t-2} + 0.01) \sin(0.045t - 1.78) + \epsilon_t \]  

(8)

For the output we choose the third best equation, since the previous two have an insignificant trend and are rejected on theoretical grounds:

\[ y_t = 1.60 + 0.07y_{t-2} + \\ 8.84 \sin(0.11r_{t-2} + 1.20) \sin(0.58y_{t-1} + 0.84) + \\ 10.66 \sin(0.56y_{t-1} - 2.02) \sin(0.11y_{t-2} + 0.88) \]  

(9)

The inflation equation is \textsc{LAGRAMGE}'s second best and the first that satisfies the human expert:

\[ \pi_t = 0.11 + 0.96\pi_{t-1} + \\ 6.65 \sin(0.60\pi_{t-1} - 1.02) \sin(0.02\pi_{t-1} - 0.04) - \\ 0.62 \sin(-0.28\pi_{t-1} + 0.71) \sin(0.21t - 1.09) \]  

(10)

Note that the graphs in Fig.1–5 up to 2005Q1 represent the in-sample fit, that is, how well the model anticipates a data point that has been used in extracting the model. Past the 2005Q1 point, the one-step ahead projections are true out-of-sample predictions – \textsc{LAGRAMGE} had no knowledge of those data points while learning the model; when the model is used, each of the actual data readings was fed to the model to predict its value in the next time interval. Out-of-sample prediction was also carried out in a recursive manner, starting from the last known data point, making a one step ahead prediction, then using it as a starting point to make a forecast for the next time interval. Of course, the recursive forecast is the hardest of all, as its errors are gradually accumulated.

The accuracy of Eq. 5–10 are evaluated in Table 2. It is reassuring that the out-of-sample accuracy of all equations on inflation (Eq.5–7, 10) is greater than the in-sample accuracy, as it suggests that the models have genuinely captured some of the properties of the system, and have predictive power, rather than just being an overfitted model of the training data.
4 DISCUSSION

The univariate non-linear model of inflation (Eq. 7) is the best of all; it outperforms the baseline on all measures, and its superiority is particularly evident in the most important aspect, the recursive out-of-sample prediction, where its error is almost half of that of the baseline model. Some of the most recent advances in macroeconomic modelling have been based on the iterative re-estimation of the model parameters with each new observation. Not so here – all our models hold their ground for a period spanning 34 (resp. 36) years, without the need for adjustment. This increases the likelihood that they may offer some theoretical insight rather than just being a numerical tool minimising error.

<table>
<thead>
<tr>
<th>Eqn</th>
<th>In-sample</th>
<th>Out-of-sample</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>MAD</td>
<td>RMSE</td>
</tr>
<tr>
<td>5</td>
<td>0.49 0.36</td>
<td>0.22 0.19 0.46 0.41</td>
</tr>
<tr>
<td>6</td>
<td>0.49 0.36</td>
<td>0.22 0.19 0.46 0.41</td>
</tr>
<tr>
<td>7</td>
<td>0.56 0.45</td>
<td>0.64 0.52 1.15 0.87</td>
</tr>
<tr>
<td>9</td>
<td>0.83 0.64</td>
<td>1.13 0.95 1.82 1.75</td>
</tr>
</tbody>
</table>

more complex, 3-equation model performed less well, which may be due to the fact that it combined three different forecasts, each with its own systemic error; however, this inflation forecast still outperformed the baseline. There are other interesting aspects of this model—for instance, when used in a recursive forecast mode, it can spontaneously go in and out of an auto-oscillation regime. This is significant, as it demonstrates the potential ability of the learner to produce models describing different regimes (modes) of the system within the same equations. There is a lot more work to be done, with learning differential equations, splitting the training data at points of major structural changes in the EU, and modifying the language bias being only some of the options.
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