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Abstract: This paper deals with the problem of tracking multiple objects in outdoor scenarios for the prospective of intelligent vehicles. The input of the proposed algorithm is the result of a stereovision obstacle detection algorithm. The aim is to establish the correspondence between the detected objects in consecutive frames and to reconstruct the trajectory of each individual object. To this purpose, an object model based on its scene position and its intensity characteristic is defined. A track management strategy including track initiation, track termination and track continuation is also proposed. This strategy enables to deal with issues such as object appearance, disappearance, occlusion and detection failure. An adaptive model update technique is applied in order to take into account appearance variations of the tracked object along time. Experiments were carried out in the context of pedestrian detection. Results on urban scenarios illustrate the performance of the proposed method.

1 INTRODUCTION

Visual tracking is a key issue in the context of vision systems for intelligent vehicles. Several applications rely on an accurate trajectory estimation of the monitored objects, for example pedestrian protection, driver assistance, advanced safety and comfort enhancement. In this context, the tracking problem is particularly challenging since targets have various dynamics and are subject to illumination as well as appearance changes. The aim of this paper is to address the tracking problem for tracking multiple objects in outdoor scenarios in the context of stereovision obstacle detection. One of the critical issues is how solve the correspondence problem, i.e. associate the detections corresponding to the same object in different image frames.

The correspondence problem has been investigated in different applications related to vision analysis such as video indexing, object recognition and object tracking. One of the best known statistical approaches used to solve the correspondence problem is the Joint Probabilistic Data-Association Filter (JPDAF) (Fortmann et al., 1983). There are many systems applying this method for tracking multiple objects as in (Rasmussen and Hager, 2001). Unfortunately, this technique assumes that the number of tracks is known a priori and remains fixed in every frame, so there is no possibility of obtaining incomplete trajectories. Another statistical technique is the Multiple Hypothesis Tracker (MHT) (Reid, 1979). It was designed for radar systems that need to track several airplanes simultaneously. This method does not have the same drawbacks as before and is able to handle track initiation and termination. The main problem of the MHT is its high computational complexity (Cox and Hingorani, 1996) arising from the fact that several track hypotheses are maintained.

This paper describes a general framework for tracking detected objects in the context of intelligent vehicles. The goal is to determine a track for each detected object. In (Muoz-Salinas et al., 2008) a similar approach is proposed; our approach differs from their solution in that it uses the grey level image instead of color feature. Furthermore, they did not consider the occlusions of the tracked targets. The work presented in (Gavrila and Munder, 2007) uses a multi-cue approach combining stereovision, shape and texture information for pedestrian detection and tracking. The detection and tracking are based on cascade modules
each one with different visual criteria. The analysis of tracks is similar to our approach. However, it uses a weighted linear combination of Euclidean distance between objects centroids and pairwise shape dissimilarity.

Our multitarget tracker system consists of the following main steps: a Kalman filter for track prediction, a gating based on the prediction step, a track association and management strategy inspired by the MHT algorithm, and a track update according to the confidence in the association step. It has the following features:

- It integrates 3D position and intensity characteristics for the description model.
- It handles occlusions, incomplete trajectories, track initiation and termination.
- It includes an adaptive method to update the description model (Nummiaro et al., 2003).
- It integrates the correlation cost function with the distance between description models in a unified framework (Medioni et al., 2001).
- It proposes a confidence measure used to evaluate the tracking result without any need of ground truth.

The performance of the tracking algorithm was evaluated qualitatively and quantitatively on real image sequences in the context of pedestrian detection.

The outline of this paper is the following: the proposed algorithm is detailed in Section 2. Section 3 introduces the evaluation framework. Section 4 presents experimental results and Section 5 gives some concluding remarks.

2 TRACKING METHOD

Given a sequence of $K$ frames, $f_k$, $k \leq K$, for each one there is a set of $N_k$ detected objects (or targets) $Ob_i^k$, $i \in [0,N_k]$, $N_k \in [0,N]$, moving around in a 3D world, where $N$ is the number of objects in the sequence. Each object is associated with descriptor consisting of a feature vector. This descriptor should be as invariant as possible to appearance changes of the object. A track is denoted as $T_j^k$, $j \in [0,M_k]$, $M_k \in [0,M]$, where $M_k$ is the number of tracks in the frame $f_{k-1}$, and $M$ is the number of tracks in the sequence. A feature vector is associated to the head of each track $T_j^k$ as well as to each detected objects. Each track is assigned a specific state.

The main modules of the proposed tracker, shown in Figure 1, are the following: Track Prediction, Track Association, Gating, Track Update and Track Management. The following subsections gives more details about each component, in addition to the target description model used in the correspondence problem.

The input of the tracker is a list of detected objects, with a description model for each object, while the output is list of trajectories. Each trajectory consists of a unique identification label, the current descriptor and the velocity. The proposed tracker can be used with any detector providing the 3D position of the object in the scene and a region of interest in an image from which to compute the intensity characteristics of the object. As an example, the stereovision detection algorithm proposed in (Labayrade et al., 2002) provides the required information.

2.1 Target Description Model

The aim of the target modeling is to select a set of relevant features for representing the targets so that each one can be distinguished from the other targets. In this paper the target description model is based on two characteristics: the 3D position, and an appearance model represented in the form of a normalized histogram using the grey level intensity distribution. This combination is motivated by the fact that the histogram model alone cannot, in many cases, discriminate the target from the other objects, as many targets may have the same grey level distribution. On the other hand, the depth information cannot distinguish between targets close to each other on the ground plane $(X,Z)$, whereas the $X$ axis is orthogonal to the vehicle front axis and the image plane and the $Z$ axis corresponds to the depth.

![Figure 1: Overview of the proposed tracker modules, the inputs are the list of detected objects, while the outputs are the confirmed tracks](image-url)
2.2 Track Prediction

This process deals with the motion prediction of the tracked objects. As the Kalman filter provides an estimation of system states and a prediction, it has been used to predict the position of the target in the new frame, with a constant velocity model for the target.

The 3D position of each target is predicted using a simple linear Kalman filter with a state vector $\mathbf{x} = [X, Z, X, Z]^T$, and a measurement vector $\mathbf{y} = [X, Z]^T$. The $X$ and $Z$ correspond to the 3D target position on the ground plane and $X, Z$ represent the corresponding velocities.

2.3 Track Association

To solve the assignment problem, we consider firstly an assignment matrix $A^k = [a_{i,j}]$ where the entries $a_{i,j}$ have the following meaning: $a_{i,j} = 1$, if and only if $Ob^k_i$ can be assigned to track $T^{k-1}_j$ and, otherwise, zero. Thus the assignment matrix indicates possible correspondence between tracks and detected objects through the 3D space depending on the modeling of their description models. Due to the complexity of the tracked objects, false correspondences are inevitable, so our objective is to limit the false correspondences to the minimum. In real situations, many assignment conflicts may arise either because multiple tracks compete for one detected object or because multiple detected objects fit correctly to a single track. We adopt a uniqueness constraint stating that one track uniquely matches one detected object.

Secondly, we define the cost matrix as $C = [c_{i,j}]$ where $c_{i,j}$ reflects the difference between the feature vector (position and intensity histogram) of a track $T^{k-1}_j$ and the feature vector of a detected object $Ob^k_i$. It is computed using the target description model through the following measures (Medioni et al., 2001):

$$c_{i,j} = \frac{Corr_{i,j}}{1 + d_{i,j}}$$ (1)

Where $Corr_{i,j} \in [-1, 1]$, represents the correlation between the grey level histogram (i.e., the appearance model) of $Ob^k_i$ and that of $T^{k-1}_j$. $d_{i,j} \in [0, \infty]$, is the Euclidean distance in the 3D real world between the position of $Ob^k_i$ and the predicted position of $T^{k-1}_j$. From this relation we note that $c_{i,j} \approx 0$ for similar target models, while penalizing distant models.

The number of tracked objects can vary between frames, i.e., while searching for smooth set of tracks there is the possibility of obtaining different number of tracks in each frame. When the number of tracks increases, then that means the appearance of a new object. In the other hand a decreasing of tracks means either occlusion, or the tracked object leaves the scene.

Usually two objects are considered similar if and only if their similarity degree is smaller than a predefined threshold $\lambda$. In other words $c_{i,j}$ set to $\infty$ and $a_{i,j}$ set to 0 if $c_{i,j} \geq \lambda$, where $\lambda$ represents the non allowed assignments.

2.4 Gating

In order to eliminate the unlikely correspondence and to reduce the number of candidate we use the Gating technique (Blackman and Popoli, 1999) (Bar-Shalom and Blair, 2000). A gate is formed about the predicted track position and all detected objects falling within the gate are assumed to be potential candidates for association with the given track. The value of the cost matrix between the track with the other detected objects which failed the gate test will be set to $\infty$. We consider the gating approach proposed in (Blackman and Popoli, 1999), where a track is said to satisfy the gate of a given track if the residual vector $\tilde{y}$, with residual matrix $s_k = H P_{k-1} H^T + R$ satisfy the relation:

$$|y - \tilde{y}| \leq 3\sigma$$ (2)

where $H$ is the measurement matrix, $P_{k-1}$ is the covariance matrix, $R$ is the noise covariance matrix, $\sigma = \sqrt{\sigma_0^2 + \sigma_p^2}$ is the residual standard deviation of the measurement $\sigma_0$ and prediction $\sigma_p$ variances.

2.5 Track Description Model Update

To take into account the changes of the tracked object over time, it is necessary to update the description model according to target changes. Suppose that the track $T^{k-1}_j$ with a description model $\Psi^{k-1}_j$ has been assigned to the observed object $Ob^k_i$ which has a description model $\Psi^k_i$, then the new description model $\Psi^k_j$ of the track $T^{k}_j$ is calculated thanks to the following relation (Nummio et al., 2003):

$$\Psi^{k}_j = (1 - \alpha)\Psi^{k-1}_j + \alpha \Psi^{k}_i$$ (3)

where $\alpha \in [0, 1]$ weights the contribution of the observed model. When $\alpha$ is small, the new model will mainly depends on the old description model. This case is suitable when there are no occlusions and when the tracked object does not changes largely from one frame to the next one. On the other hand, if $\alpha$ is high, then the new description model will mainly depends on the new observed description model; this case is suitable when there are significant target
changes, under the condition that the similarity between description models was below the threshold \( \lambda \). In order to update the target description model automatically the update step will be done according to the confidence step (Muoz-Salinas et al., 2008). So we set \( \alpha = c_{\text{ij}} \). It will be small when the similarity between the description models of \( T^j_{i-1} \) and \( \text{Ob}_2^l \) is high. It should be underlined that the update step applied only to the appearance model.

### 2.6 Track Management

Track management module deals with the life of a track. It create new ones, delete tracks which exit the image and maintain the others. For each track there are four possible states:

- **Track Initiation (TI).** This case corresponds to a new object entering in the scene. This process follows two steps. For every new created track, it will be firstly considered as a “tentative” one. Behind the track is reported as a “confirmed” track. Otherwise the “tentative” track is expected to be a false one and it will be deleted. This technique has been to filter out the unstable tracks and false detection which has a low probability of being tracks over several images. A unique label (a track number) is assigned for each confirmed track.

- **Track Association (TA).** This is the case when the new detected object is correctly associated to a track. Thus this step enables to link detection corresponding to the same object over successive frames.

- **Track Continuation (TC).** This is the case when the tracked object is not detected, partially or completely occluded, or is miss associated. So this case deals with partial trajectories. Any track can be in such situation for a specific time duration \( \tau \). If there is no correspondence of this track with any detected object after the threshold time \( \tau \), then the track will be deleted as we expect that the tracked object has left the scene.

- **Track Termination (TT).** This is the case when the tracked objects leave the scene. The decision to delete a track is typically based on an elapsed time span \( \tau \) over which no detection of that object has been confirmed.

If the state of a track is TC, then only the Kalman filter predicted position will be considered as the target position. The prediction is applied until the state of the track changes, either to TT state where the track will be deleted, or to TA state where the track will be again associated to a new detected object.

Figure 2 shows an example of the track management task between two frames. The figure shows the state of each track which is based on the assignment problem. To simplify the explanation, we suppose that the number of consecutive frame needed to confirm detected tracks in this example is one frame. In the initial frame \( f_1 \) there are three detected objects, leading to three tracks created with a TI state. In the second frame \( f_2 \), four objects are detected two of them being new. Five tracks result from the second frame, two tracks with a TI state, two tracks with a TA state, and one track with a TC state. Table 1 shows a hypothetical cost matrix based on this example. Within this table the columns represent the detected objects while the rows correspond to the tracks. From the table, we may note the following:

- \( \text{Ob}_2^1 \) represents a hidden object, i.e. the tracked object is not detected in the new frame. If a track is assigned to this case, then the state of this track will be TC. For each track in this state there will be a time stamp \( t \) indicating the duration time of this track within this state.

- \( T^j_{i^*} \) represents the creation of a new track. If the detected object is assigned to this case, then the state of the corresponding track will be TI.

- \( c_{\text{TC}} \) represents the cost of a track continuation between the selected track and object, which is given as:

\[
c_{\text{TC}_{ij}} = \begin{cases} 
\lambda & \text{if } t_{ij} \leq \tau \text{ and } i = j \\
\infty & \text{otherwise} 
\end{cases}
\]  

where \( t_{ij} \) is the time duration of the track \( j \) within TC state.

If a track cannot be associated to any object in a visible or hidden state, in other words if all the association cost of the corresponding row are infinite, the track is terminated.

Given the set of costs \( \mathbf{c} \) and the assignment matrix \( \mathbf{A} \), subject to the uniqueness, the objective is to
find the optimal assignment. That means the assignment which minimize the total cost. This is an assignment problem which can be solved by several methods such as the Nearest Neighbour (NN), the Global Nearest Neighbour (GNN) or the Hungarian method. We consider here a simple variant of the widely used approach, the GNN (Blackman and Popoli, 1999) which maintains the single most likely hypothesis. To handle conflicting associations, a search is made for the global minimum cost of the cost matrix, with the condition that $a_{i,j} = 1$. The elements of the cost matrix in the same column or the same row were set $\infty$. The process is repeated with the next global minimum cost, until all the correspondence associations have been made. Table 2 shows the optimal solution for the example in figure 2.

Table 2: Assignment matrix for the situation depicted in figure 2.

<table>
<thead>
<tr>
<th>Tracks</th>
<th>Obj_1</th>
<th>Obj_2</th>
<th>Obj_3</th>
<th>Obj_4</th>
<th>Obj_5</th>
<th>Obj_6</th>
<th>Obj_7</th>
<th>Obj_8</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T_2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T_3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>T_4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Finally, We have to note that when the state of the track changed to the state TC, the track keeps the last model, i.e. $\Psi^{k}_j = \Psi^{k-1}_j$.

### 3.1 Confidence Measure

The confidence measure indicates the degree of confidence on the tracking result. We propose to use the association cost $c_{i,j}$ as a confidence measure. Therefore, the cost is normalized between 0 and 1:

$$CM_{i,j} = \frac{c_{i,j} + 1}{2}$$

Ideally, when $CM = 1$ the description models are identical. But in reality, it will be lower than the maximum value due to partial occlusions or target deformation. The advantage of this measure is that there is no need to have a ground truth for the quantitative evaluation of tracking result. The confidence measure of a frame is defined as the average of the confidence measures of all tracks in the frame.

### 3.2 The Percentage of Correct Matching

The Percentage of Correct Matching PCM, is another measure used to evaluate quantitatively the tracking performance. This technique is similar to the one proposed in (Scharstein and Szeliski, 2002) for evaluating stereo algorithms. In our case, this measure, represented as $PCM^k$, corresponds to the percentage of the correct correspondence compared to the total correspondence between the frames $f_{k-1}$ and $f_k$. Figure 3 shows an example of calculating the $PCM^2$ between the frames $f_2$ and $f_1$. We defined also the measure $PCM$ for a sequence as the average percentage of correct matching of the the processed frames.

### 3.3 Quantitative Analysis

Evaluation. A visual analysis of the test sequences gives a general overview of the tracker performance. On the other hand, quantitative analysis used to measure the performance. This section is related to the quantitative analysis, while the visual analysis will be studied in the next section. Two approaches are considered here to evaluate the tracking result quantitatively, the confidence measure and the percentage of correct matching.

#### 3.3.1 Confidence Measure

The confidence measure indicates the degree of confidence on the tracking result. We propose to use the association cost $c_{i,j}$ as a confidence measure. Therefore, the cost is normalized between 0 and 1:

$$CM_{i,j} = \frac{c_{i,j} + 1}{2}$$

#### 3.3.2 The Percentage of Correct Matching

The Percentage of Correct Matching PCM, is another measure used to evaluate quantitatively the tracking performance. This technique is similar to the one proposed in (Scharstein and Szeliski, 2002) for evaluating stereo algorithms. In our case, this measure, represented as $PCM^k$, corresponds to the percentage of the correct correspondence compared to the total correspondence between the frames $f_{k-1}$ and $f_k$. Figure 3 shows an example of calculating the $PCM^2$ between the frames $f_2$ and $f_1$. We defined also the measure $PCM$ for a sequence as the average percentage of correct matching of the the processed frames.

### 4 EXPERIMENTAL RESULTS

In this section, experiments that have been conducted to illustrate the performance of the proposed tracking algorithms is presented. As already mentioned, the proposed method was applied in the context of pedestrian protection. The performance of the proposed technique is illustrated on two real image sequences depicting crowded scenes taken from an on board stereo system. These sequences were chosen to
contain challenging groups of people walking in multiple directions with significant occlusions, and complex background. The first sequence consists of about 200 frames while the second consists of about 300 frames both with an image resolution of 640 × 480 pixels. The number of consecutive frames needed to confirm detected tracks in the following examples was set to three frames. The threshold $\lambda$ on the cost function was set to 0.2 for all experiments.

In the first sequence the algorithm is tested against a manually labeled ground truth: a bounding box enclosing each target was drawn and the ground plane position was computed from stereovision data.

Samples of the tracking results shown on the right camera images can be seen in Figure 4. The trajectories of each target from the actual position of the bounding box to previous positions is also displayed. The position of each target is represented by a point on the ground, i.e. in the center of the lower part of the target bounding box.

For each frame, the system shows the evaluation of the tracking result, i.e. the average confidence measure and the PCM. Also near each target there are local results such as target number (i.e. target label), target state (TI, TA, TC), number of frames this target has been tracked, the confidence measure of the tracking result of the target and the trajectory of the target. From Figure 4, we can note that the system correctly tracks each target despite complete occlusions (as for the target 3 in frame 16) and shape deformations. The PCM is equal 100% for all the frames indicates that the tracking result is fully coherent with the ground truth.

The samples results presented in Figure 5 shows the tracking results on a second sequence. The visual analysis of Figure 5 reveals the following facts:

- During this sequence, some close targets are considered as a single target, so it is difficult to track them individually.
- The bounding boxes for each target have some instabilities.
- There are some detection errors, such as false detections.

All these errors have a negative influence on the tracking result as indicated in the confidence measure. In fact, many errors can be explained by the complex crowded conditions, and the problem of the descrip-
Figure 5: Tracking results with stereo detection. The three images correspond to frames 50, 75, 88. Bounding box color correspond to the state of the track: green for TA and red for TC.

Figure 6: Trajectories of each tracked object on the (X,Z) ground plane for the second sequence. The red lines correspond to the trajectories corrected by the Kalman filter. The blue points represent the measurement provided by the stereovision detection algorithm.

As expected, the tracking result is not perfect for this example. However, the system generally tracks all targets with acceptable accuracy.

5 CONCLUSIONS AND FUTURE WORK

In this paper, we have presented a stereo vision based tracker that is able to track multiple objects in outdoor scenarios. The proposed technique is able to deal with multiple targets and invalid observations in cluttered environments, enabling us to reconstruct the 3D trajectories and estimate the speed of detected objects. Furthermore, to assess the tracking quality, the performance of the tracker was estimated using confidence measure and the percentage of correct matching. Two sets of tracking results are illustrate the performance of the algorithm on real data. The system is able to process each frames in about 180 ms on a standard PC (2GHz, 1Go). Experimental results also show also the quality of the tracking results depends on the results of the detection algorithm.

Future research will focus on: optimizing the tech-
nique to obtain real time tracking, tracking of cluttered objects, study the effect of nonlinear prediction on the tracker performance, and study the correlation between GT and Confidence Measure for performance evaluation.
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