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Abstract: This paper presents a novel approach called Diapason, for expressing, verifying and deploying evolvable information system service-based architectures. Diapason promotes a π-calculus-based layered language and a corresponding virtual machine for expressing and executing dynamic and evolvable services orchestration that support agile business processes. Information system service-based architecture may dynamically evolve, whatever the changes may occur during the services orchestration lifecycle.

1 INTRODUCTION

Service-Oriented Architectures (SOA) is a recent paradigm for building large scale information system service-oriented architectures (IS-SOA) from distributed services. One of the main interest of SOA is basically the underlying ability of such architecture to inherently being evolvable; because the underlying idea of SOA is that the services are loosely coupled and the SOA could be adapted to its environment. Services are supposed to be autonomous, self-contained, and we do not control nor we have authority over them. When considering information system perspective, the openness, flexibility, agility of such information system service-oriented architecture is very challenging for addressing new functionalities, time to market, etc. SOAs introduce new engineering issues (Fitzerald and Olsson, 2006; Papazoglou et al., 2006) and SOA evolution is becoming very challenging (Papazoglou et al., 2006). Thus, important engineering questions are addressed to service-based information system architects: what about the quality of IS-SOA? How can we ensure that IS-SOA fit expectations? How are IS-SOAs able to be dynamically adapted? How can we ensure that the executed IS-SOA is consistent with the design?

We present in this paper our formal language called π-Diapason that lets the user/architect to formally express and control dynamic evolvable web services orchestrations. From service-oriented information system engineering perspective, service orchestration is a key issue as it supports (at least partially) business processes.

The section 2 of this paper will present works and challenges related to SOA engineering. Section 3 will present our formal language, called π-Diapason, for designing evolvable IS-SOAs and section 4 will then conclude.

2 RELATED WORK AND CHALLENGES

Services orchestration addresses business process through services invocations scheduling and organisation. Services orchestration aims at defining executable processes by providing orchestration languages (among the most well known BPEL, XLANG, WSFL, etc. (Peltz, 2003)) that are executable languages (by the way of workflow engines). BPEL allows to define abstract business processes and executable processes. But such languages lack in services orchestration reasoning, reuse, dynamic evolution (Papazoglou et al., 2006; Ravn et al., 2006): i.e. business processes expressed using these languages cannot be formally checked, nor they can evolve dynamically.
During the past three years, some works (Salain et al., 2004; Fu et al., 2004; Foster et al., 2006; Solanki et al., 2006; Chirichiello and Salain, 2005) have been devoted to employ formal approaches for services orchestration definition and analysis. These works mainly consider BPEL as the core language for expressing service orchestration. Thus, authors propose mappings approaches between formal languages and BPEL. As these languages are not expressive equivalent, mappings/transformation produce gap and discrepancies and analysis cannot be exhaustive enough. Our approach will introduce hereafter, deals simultaneously with two important considerations that other approaches do not: (i) we propose a new formal and executable language (named π-Diapason) for orchestrating services avoiding mappings and transformations from or to BPEL; (ii) π-Diapason is based on the π-calculus that is the most expressive process algebra (complete in sense of the Turing machine).

As consequence, π-Diapason is more powerful than BPEL, π-Diapason is executable, π-Diapason supports evolvable services orchestration formalization that can be analyzed and executed.

3 EVOLVABLE IS-SOAS

3.1 π-Diapason Formal Foundations

Diapason (Pourraz and Verjus, 2007) is a π-calculus based approach allowing formal services based systems modeling, deployment and execution. The aim of using a process algebra (which formally models interactions between processes (Salain et al., 2004)) as a fundament is to provide a mathematical model in order to guarantee the software conformance with the end-user’s requirements. In other words, thanks to a mathematical description, a services based system description can be proven. Different process algebras have been provided, for example CSP (Hoare, 1985), CCS (Milner, 1989), π-calculus (Milner, 1999), etc. In our case, we have adopted the π-calculus due to its main feature: the process mobility. This concept allows us to dynamically evolve application’s topology by the way of processes exchanges. In the case of services orchestration, processes (i.e. orchestrations) is formally defined in π-calculus terms of behaviours and channels. A channel aims at connecting two behaviours and lets them interacting together. The first order π-calculus has a restricted policy according to the type of informations which can be transited over a channel. Only simple data or channel can be transmitted but in never way a behaviour. Transiting a channel reference over another channel provides a way, for a process A, which has got a channel with a process B and another channel with a process C, to send, for example to B, its channel with C. Finally, the processes B and C which are not able to communicate as far for now, can now communicate with a common channel. This his the first kind of mobility. In our case, π-Diapason is based on the high order π-calculus which is more powerful. In addition to the first kind of mobility, high order π-calculus let channels to exchange channels as well as behaviours. This brings a more powerful mobility. In this way, a behaviour can send (via a channel) a behaviour to another behaviour. The transmitted behaviour could be executed by the behaviour’s receiver. Thus, this latter may be dynamically inherently modified by the behaviour it just has received.

π-Diapason aims at proposing well defined formal abstractions for expressing services orchestration that can be then executed (because π-Diapason is an executable formal language); π-Diapason:

- allows the IS-SOA architect to design and specify IS-SOAs (focusing on services orchestration);
- provides Domain Specific Layer (see below) in order to simplify IS-SOA design;
- is formally defined, based on π-calculus;
- supports dynamic IS-SOA evolution (focusing on services orchestration dynamic evolution);
- it is executable: it is powerful and expressive enough that a virtual machine can interpret it.

Thus, there is no gap between the design (abstract level) and the corresponding implementation (concrete level) as it is the same language that covers both levels. There is no mapping rules, and no need for consistency management. The IS-SOA specified will be the one that will be interpreted. IS-SOA’s execution is precisely carried out by the π-Diapason virtual machine; this latter can be used for IS-SOA simulation and validation purpose and is the runtime engine that interpretes services orchestration expressed in π-Diapason.

3.2 π-calculus Basis

Thanks to the π-calculus (Milner, 1989), some operators are required (we defined naming conventions: upper case letters stand for processes while lower case letters stand for variables):

- µ.P: the prefix of a process by an action where µ can be :
– \(x(y)\): a positive prefix, which means the receiving event of the variable \(y\) on the channel \(x\),
– \(\bar{x}y\): a negative prefix, which means the sending event of the variable \(y\) on the channel \(x\),
– \(\tau\): a silent prefix, which means an unobservable action,

- \(P|Q\): the parallelisation of two processes,
- \(P + Q\): the indeterministic choice between two processes,
- \([x = y]P\): the matching expression,

\[A(x_1, ..., x_n) \overset{def}{=} P\]: the process definition which allows to express the recursion.

Starting for the 0 process (i.e. the inactive process), the definition of a P process can be expressed as follows:
\[
P \overset{def}{=} 0 \rightarrow x(y).P \rightarrow \bar{x}y.P \rightarrow \tau.P \rightarrow \tau.P \rightarrow P_1 + P_2 \rightarrow [x = y]P \rightarrow A(x_1, ..., x_n)
\]

\(\pi\)-Diapason has been designed as a layered language which provides three abstraction levels. The \(\pi\)-Diapason formal definition and implementation are given in (Pourraz and Verjus, 2007).

\[
\begin{align*}
0 & \equiv \text{terminate} \\
P & \equiv \text{apply}(p) \\
P.Q & \equiv \text{sequence}(\text{apply}(p), \text{apply}(q)) \\
x(y) & \equiv \text{receive}(X, Y) \\
\bar{x}y & \equiv \text{send}(X, Y) \\
\tau & \equiv \text{unobservable} \\
P \rightarrow Q & \equiv \text{parallel\_split}([\text{apply}(p), \text{apply}(q)]) \\
P + Q & \equiv \text{deferred\_Choice}([\text{apply}(p), \text{apply}(q)]) \\
[x = y]P & \equiv \text{if\_then}(C, \text{apply}(p)) \\
& \quad \text{or if\_then\_else}(C, \text{apply}(p), \text{apply}(q))
\end{align*}
\]

Process Definition and Application. A process can be defined and applied in two different ways.

- the first one consists in creating an anonymous process that is applied only once (and cannot be reused). Such process is called as \textit{behaviour} and is declared and applied as follows:
  \[
  \text{apply(behaviour(...)).}
  \]
- the second way consists in first defining a named process that can be possibly applied several times in a given services orchestration. Such process is called as \textit{process} and its definition and application are as follows:
  \[
  \text{process(process\_name(_value1, _value2, ...), behaviour(...))} \\
  \text{apply(process\_name\_value1, _value2, ...)}
  \]

Inter-process Communication Channels can be defined as connections. A connection is named. We may send a \textit{value} on a connection \textit{connection\_name}.

\[
\text{send(connection('connection\_name'), _value)}
\]

Values and Variables. Values are literals (integers, floats, booleans, strings). Variables are named (with a first character that is either the underscore character, either a upper case letter). A variable’s value can be either a literal, either a connection or a process.
**Collections.** A collection is either a list, either an array. A list is a sorted collection that contains values that may be of different types while an array only contains same type values.

```
list([_value1, _value2, ...])
array([_value1, _value2, ...])
```

We introduced an `iterate` operator for iterating over a collection. Iteration consists in executing a behaviour at each collection’s element.

```
iterate(_collection, _iterator, _behaviour)
```

**New Types Definition** can be added in the language. We do not detail this feature in this paper.

### 3.4 The Second Layer

The π-Diapason second layer is defined on top of the first layer, using the first layer language. This second abstraction level is the expression of the previously mentioned workflow patterns: it is itself a formal process pattern definition language. The twenty first patterns proposed in (van der Aalst et al., 2003) are currently described in this layer and we will define some others soon. This second layer:

- lets us to describe any complex process in an easiest way and at a higher level of abstraction, than only using the first layer (π-calculus definition layer that is less intuitive);
- allows the user to define recurrent structures that will serve as language extensions and will be reused in other process pattern definitions. We have currently express some patterns in order to provide a first library but, as we mentioned, any other structure can be described using this layer;
- contains the formal definition of the services orchestration patterns. Thus, future verification tasks could be performed;
- is generic enough to be domain independent and can be served as basis for domain-specific languages defined upon it.

Let us take the example of the synchronization pattern, called `synchronize`. This pattern allows to merge different parallelized processes. Expressed using the first layer, its description is the following:

```
pattern(synchronize(connections(_connections)),
   iterate(_connections,
     iterator(_connection),
     behaviour(receive(_connection, _values))))
```

The `synchronize` pattern takes a list of connections (i.e channels in π-calculus) as parameters. The length of the list corresponds to the number of paralleled processes. Once applied, this pattern will use the `iterate` behaviour provided by the first layer. The `iterate` behaviour takes three parameters: a list (on which one will iterate), the iteration variable and a behaviour which will be applied for each iteration. Thanks to the `synchronize` pattern, the `iterate` pattern is used as follows: the list passed as parameter is a list of connections; thus, the iteration variable is a connection (of the list); the behaviour is defined as a receiving action attempt on the current connection (the iteration variable value). When the `iterate` pattern is terminated (i.e. all of the connections involved have received any value), the orchestration process goes on to the next steps. Thus, this layer contributes significantly to the services orchestration by using formal orchestration patterns. π-Diapason second layer constitutes a novel and extensible services orchestration formal language and is a serious alternative to well known but less expressive and less extensible orchestration languages (BPEL, WSFL, etc.).

### 3.5 The Third Layer

This layer is a domain specific layer. In our case it provides to the end user, language for formalizing web services orchestration (it consists in a Domain Specific Language). This third abstraction level is defined by using the two previous layers; thus, an information system Web service oriented architecture expressed in this third level language is directly expressed as a π-calculus process. This layer lets us to describe:

- the behaviour of a services orchestration,
- the orchestration’s inputs and outputs,
- the complex types manipulated and required in such services orchestration,
- operations of all of the services involved in the orchestration.

In order to define web services orchestrations, we have to express web services operations involved in the orchestration. We do not care how services are implemented but we just need operations provided. We obtain operations’ specifications by analyzing WSDL files that contain all required information, among them:

- the operation’s name;
- the operation’s parent web service;
- the operation’s invocation URL;
- the operation’s parameters;
- the operation’s return value (optional).
Operation concept is defined in terms of types of the \( \pi \)-Diapason second layer.

\[
\begin{align*}
    \text{type} & : \text{list}([\text{operation\_name}, \text{service}, \text{url}, \\
    & \quad \text{requests, response}]). \\
    \text{type} & : \text{operation\_name} (\text{string}). \\
    \text{type} & : \text{service} (\text{string}). \\
    \text{type} & : \text{url} (\text{string}).
\end{align*}
\]

We do not explain deeper such operation complete definition (request and response are not detailed in this paper).

Thanks to the communication protocol (SOAP) employed in Web Service Oriented Architectures, complex types have to be formalized. Each complex type formalization includes the complex type name, its namespace and its constituents (other types). This formalization is not presented here.

**Invoking Operation** is formalized as a \( \pi \)-calculus process called \textit{invoke}. Such invocation process takes some parameters: the operation name, a collection containing the operation arguments and a return value. In term of \( \pi \)-Diapason first layer concepts, such definition consists in sending a message on a connection named \textit{request} and then, waiting for a message on a connection named \textit{response}. The definition of the invocation process is given as follow:

\[
\begin{align*}
    \text{process} & : (\text{invoke}(\text{operation\_name}, \text{requests\_values}, \text{response\_value})) \\
    \text{sequence} & : (\text{send}(\text{connection}'\text{request'}), \text{operation\_value}(\text{list}([\text{operation\_name}, \text{requests\_values}]))), \\
    & (\text{receive}(\text{connection}'\text{response'}), \text{response\_value}(\_\text{response}))).
\end{align*}
\]

**Web Services Orchestration** is then defined as a \( \pi \)-Diapason second layer process. Such process takes four parameters: the name of the orchestration (remember that a named process can be reused as necessary), the orchestration parameters (i.e. a collection), a return value and a behaviour that orchestrates some invocation processes. The orchestration process behaviour consists in applying the behaviour passed as parameter. Such definition implies new types definition (i.e. parameters, return, etc.) that are not introduced in the paper.

\[
\begin{align*}
    \text{type} & : \text{orchestration\_name} (\text{string}). \\
    \text{process} & : (\text{orchestration}(\text{orchestration\_name}, \_\text{name}), \\
    & (\text{parameters\_values}..., \text{return\_value}..., \text{behaviour\_value}...)), \\
    & (\text{apply}(\text{behaviour\_value}))).
\end{align*}
\]

### 3.6 IS-SOA Dynamic Evolution

Thanks to the \( \pi \)-calculus mobility, we may modify the services orchestration dynamically, at runtime, without to stop this runtimed orchestration. Inherently, due to the layered languages we propose, a services orchestration expressed using the third layer language is semantically and formally defined as a \( \pi \)-calculus process (in term of the first layer language). Evolving a services orchestration is quite as the same as evolving a \( \pi \)-calculus process (Pourraz and Verjus, 2007).

![Figure 2: The services orchestration evolution process.](image)

We are now explaining how a services orchestration formally defined using \( \pi \)-Diapason third layer is able to evolve dynamically (at runtime). The orchestration behaviour (see the orchestration in the left part of the Figure 2) consists in scheduling the Web services operations invocations by the way of process patterns (sequence, parallel, conditional expressions) defined in the second layer of the \( \pi \)-Diapason language. In order to perform the external evolution, an “evolution point” has been defined. A connection called “EVOLVE”, defined in the services orchestration \( \pi \)-Diapason code, is a connection for firing and receiving services orchestration changes. This connection allows us to dynamically pass a behaviour to the orchestration (i.e. conform to process mobility (Milner, 1999)). Once received (the \_\text{evolved\_behaviour} variable is becoming not null), this changed or new behaviour (see the orchestration in the right part of the Figure 2) can be applied within the orchestration (the receiver). Such behaviour application modifies dynamically the orchestration according to the behaviour’s \( \pi \)-Diapason definition that integrates changes. Otherwise, when no behaviour is received, the orchestration process goes on as it was planned, without modification. The following piece of code is a services orchestration example that may receive a new behaviour through the “EVOLVE” connection and then apply dynamically this new behaviour.

...
The $\pi$-Diapason expression of the behaviour that is containing modifications (for example new orchestration process, adding, removing services in touch with operations) is dynamically received and applied (see the bottom part of the figure 2). It is up to the user to express and on the fly provide to the $\pi$-Diapason virtual machine, the definition of such behaviour. This evolution mechanism at $\pi$-Diapason code level deals with unpredictable situations that may occur at runtime, without having to suspend or to stop the execution.

4 CONCLUSIONS

$\pi$-Diapason is a formal and layered language for expressing processes at the second layer level by the way of patterns (strongly related to business processes/workflows); the third layer offers a high level language that allows the user to formalize evolvable information system service-based architectures (i.e. service orchestration) without being in touch with $\pi$-calculus. Such approach aims at providing means for supporting agile business processes and flexible and open information systems service-based architectures through service orchestration: services orchestration may be internally modified by receiving a new behaviour and the current execution may be deeply and consistently modified. Our approach is non-intrusive as the service orchestration is encapsulated in the deployed web service that is the services choreographer without to modify any other part of the information system architecture.
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