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Based on a regularization formulation of the problem, we present a novel approach to anisotropic diffusion

that brings up a clear and easy-to-implement theory containing a problem formulation with existence and
uniqueness of the solution. Unlike many iterative applications, we present a clear condition for the step size
ensuring the convergence of the algorithm. The capability of our approach is demonstrated on a variety of well

known test images.

1 INTRODUCTION

The idea of anisotropic diffusion in image process-
ing, i.e. diffusion along a preferred orientation, was
first introduced by Perona and Malik (Perona and Ma-
lik, 1990). Their method was designed to realize im-
age smoothing with simultaneous edge enhancement.
In this context an important issue is the relation of
the method to the scale space theory as introduced by
Witkin. In the last decade, the most important contri-
bution to the topic is the work of Weickert ((Weick-
ert, 1996), (Weickert, 1999)). Like Perona and Malik,
Weickert uses the diffusion equation

du
P V- (DVu) (1)
and provides a well-founded mathematical framework
(Weickert, 1996). He derives the diffusion tensor D
from a structure tensor description of the input image
in order to describe the local image structure. A ma-
jor drawback of the structure tensor description, espe-
cially combined with a Gaussian regularization, is the
high orientation uncertainty in the presence of junc-
tions in the image.

Even though there is a close relationship between
diffusion filters in the sense of eq. (1) and regu-
larization methods, one main difference is the fact
that the scale space in eq. (1) is given by the time
step t, i.e. the process converges to an one val-
ued image representing the maximum smoothed ver-
sion of the input image. Contrary to this the scale
space in regularization-based approaches is given by

a smoothing weight within an energy or cost func-
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tional that has to be minimized. Although there ex-
ist a wide range of regularization-based approaches to
image processing (see e. g. (Ito and Kunisch, 1999),
(Nordstrom, 1989), (Aubert et al., 1997) and refer-
ences therein), we are not aware of a regularization-
based approach to anisotropic diffusion that brings
up a clear and easy-to-implement theory containing
a problem formulation with existence and uniqueness
of the solution and an iterative scheme with a scale
dependent step size that guarantees the convergence
of the method. Exactly this is what we present in
the following sections. In (Aubert et al., 1997) the
superiority of so called edge preserving models over
quadratic regularization is stated. Contrary to this, we
will show that edge preserving diffusion indeed can
be formulated as quadratic regularization.

The most suggesting application of edge preserving
regularization is image denoising. In (Portilla et al.,
2003) a good overview to existing denoising methods
is given. In an extensive quantitative evaluation Por-
tilla et al. show that their approach appears to be the
most accurate one compared to other state-of-the-art
methods. Therefore we will give a short comparison
to their method.

2 GLOBAL OPTIMIZATION

2.1 Problem Formulation

In our approach the discrete image is regarded as a
vector &y € RM™4) with m being the total number of
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pixels in the image and d the number of colors used.
Two assumptions are made about the cost function.
First, it should cause costs if the image elements F:(x,k)
differ from the initial pixel values & s),. Second,
neighboring elements must satisfy a continuity con-
straint. This leads to a cost function of the form

1 d m
PE) = 3 Y Eiw —Eiinp)’
k=1i=1
+% Y Y Y wiEun &) @
=1i=1jeU;

with & = (§1.1)5+ -, §(m1), 6125+ - E(ma))” With a
smoothness or scaling factor c¢. Here, U, is the neigh-
borhood of a given pixel x with a weighting factor
wy > 0 with Y,y wy < Q= Yy, 1. Note that
Wy 7 Wiy 18 allowed. Due to the cost function there
must exist a minimum. The minimum & must satisfy
VP(E) = 0, which leads to a system of linear equa-
tions

VP(E) = A-E—E =0 3)
with the elements of VP(E) given by

)
mp(é) - a(x’k)ié’;()ﬁk)()
5 (X wEen — &)
JEU
+ Y wi Bun —Ein)) @
{ilxeU;}

Consequently, the matrix A = (a; ;); ; € RUm@)x(md)
in (3) is given by

a = 1+ 5 (Xewir + Xiwi) for i=j
bJ %(Wji + W,‘j) else
®)

with wy; = 0 for [ ¢ U;. Obviously, A is symmetric
and positive definite. Therefore, an inverse A~! must
exist and we have a unique solution of eq. (3).

2.2 Numerical Aspects

Due to round-off errors direct methods are less effi-
cient for large systems than iterative ones. Further-
more, the computation of an inverse would destroy
the zeros in the system matrix A and it would thus
lead to a high storage and computation effort. Unfor-
tunately, in many iterative applications no theoretical
stability bound for convergence to a unique minimum
is available. This results in reducing the step size in
an experimental way, until the process remains sta-
ble ((Perona and Malik, 1990), (Scharr and Weick-
ert, 2000), (Aubert et al., 1997), (Nordstrom, 1989)).
Hence changing the system parameters in these cases
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may cause serious problems. For the solution of (3),
we use the gradient descent method and from this we
will deduce a theoretical condition for the stability
bound.Starting with £ € R("4) the vector EX is itera-
tively updated via

gl =g - nVPE),  M>0 (6

Instead of using the local optimal step size Ay =

% with the residuum ry, which has to be com-

puted for each iteration and therefore causes high
computational costs, we use the following consider-
ations for the choice of a constant step size A. With a
given linear system of equations of the form Ax = b,
an iterative scheme ¢ : R” x R" — R" is called lin-
ear, if matrices M,N € R" exist, such that ¢(x,b) =
Mx + Nb. The process is said to be consistent with
the matrix A, if the solution A~ is a fixed point of
0. A linear iteration scheme is consistent with the
matrix A if and only if M = I — NA. Furthermore,
the scheme is convergent if and only if the spectral
radius p(M) of the iteration matrix M satisfies the
condition p(M) < 1. If ¢ is convergent and consis-
tent with the matrix A, the limiting value of the se-
quence Xk = ¢(xx_1,b) solves Ax = b for any choice
of x¢.Considering (3) and the iteration scheme (6)
with a constant step size A, = A, we receive the linear-
ity and consistence with the matrix A with N = AI and
M =1—NA. It remains to show under which condi-
tion p(M) < 1 is fulfilled. Let Q; = 5 ¥t (wix + wii),
again with wy; = 0 for [ ¢ Uy and let Q be the max-
imum number of pixels in a neighborhood U, i.e.
0 > 0;. Using p(M) < |[M|| for any matrix norm
|l || we consider the row-sum norm || . ||« and claim
ZZQ“{I |aix] < 1 for any row i. This leads to

[1=A(14c-Q)|+A-c-0i<1 @)
and hence

2
O<7”<71+2.c-Q,» ®)

In the following, we use

1 2 2

A= <
I+c-Q < 14+2:¢c-Q " 142:¢-0;

€))

We receive a step size that is dependent on the scale,
i.e. the smoothness factor ¢ and the maximum num-
ber of pixels Q in the neighborhood U. It has to be
noted that there is a difference between E° and &.
The solution is independent from the starting vector
€0, but it depends on the initial image &.
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Figure 1: Linear isotropic scale space for the Lena image: (a) c=1, (b) c=3, (c¢) ¢=20 and (d) c=250.
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Figure 2: Anisotropic scale space for the Lena Image with 20% uncorrelated noise for each pixel in the input image: (a) Input

image, (b) c=3, (c) c=20 and (d) c¢=250.

3 DIFFUSION

3.1 Isotropic Diffusion

In the simpliest case we have a quadratic neighbor-
hood U; of a pixel i and symmetric weighting factors
w;j = wj; = 1. Eq. (4) then is simplified to

d

a&(x’k) P(&)

= &k —Eny
g Z Eap —Ey) (10)

J€Ux

This is the classic case of isotropic linear diffusion.

The isotropic diffusion as well as anisotropic dif-
fusion with symmetric weights, i.e. w;; = wj;, was al-
ready used by us in the context of stereoscopic depth
estimation ((Hund, 2002), (Brockers et al., 2005)).
There, eq. (10) and eq. (6), respectively, were used
to eliminate the ambiguities in the stereoscopic dis-
parity space.

Fig. 1 demonstrates the linear isotropic diffusion
properties on the Lena image. With growing reg-
ularization parameter ¢ the image is isotropically
smoothed until all image detail is lost.

3.2 Anisotropic Diffusion

An important advantage of our problem formulation
in (2) is the fact that we are free to choose the weight-
ing factors w;; without loosing existence or unique-
ness of the solution. To achieve an anisotropic dif-
fusion behaviour, we use the following definition for
the local support area. The orientation angle associ-
ated with a pixel is derived by applying an orienta-
tion selective Gaussian based filterbank to the input
image. Due to the given orientation angle of a pixel
the coordinates of its eight-point neighborhood are ro-
tated into the coordinates (x,y) and the corresponding
weighting factors w;; are determined from the follow-
ing function

0 fory > 0.7

Ty (1D
1. @-) 1
0+ cos 07 else

flxy) = {
Eq. (11) ensures a strict diffusion along one direction.
For a more generous behaviour, the constants 0 and
0.7 in eq. (11) have to be changed. It is clear that
0, = %Zk(wik +wy) < Q in eq. (9) and hence eq.
(11) is well posed.
Fig. 2 demonstrates the anisotropic case on the
Lena image. This time, 20% uncorrelated noise is
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Figure 3: Stones image: (a) Input image, (b) gradient magnitude |Vg,| before and (c) after self-organization of the edge map.

added to each pixel of the input image. It becomes
obvious that for ¢ — oo, unlike in the linear isotropic
case, a local neighborhood can be defined for which
the method does not diffuse to a constant value for all
image pixels

4 MODIFICATIONS

4.1 Self-Organization of the Edge Map

As it is mentioned above, we use a Gaussian based
filterbank to derive the orientation angle we need to
determine the weighting factors w;;. Unfortunately
gradient based filters are very sensitive to noise.
In order to overcome this problem, we apply the
anisotropic regularization to the edge map that is gen-
erated by the Gaussian based filterbank, i.e. we ap-
ply eq. (2) for d = 2 to the edge map that is defined
bY (G- Ex)) = Vel (cos(a),sin(ty)) with [V,
being the gradient magnitude and o, the associated
orientation at image position x.

During the iterative process, eq. (2) is reformu-
lated for each iteration step, since the weighting fac-
tors depend on the edge values that are modified. That
is, the orientation of an edgel determines the weight-
ing factors, that are used for one iteration step. This
step changes the edgel and therefore its orientation.
This leads to a self-organization of the edge map, en-
hancing salient contours. Note that this proceeding no
longer guarantees the uniqueness, the iteration con-
verges to a solution that depends on the starting vec-
tor. Nevertheless, regarding the numerical implemen-
tation in section 2.2 the convergence of the iteration is
still given since p(M) < 1. Furthermore, the problem
formulation for the image itself stays the same and
hence keeps the uniqueness property. Fig. 3 shows
the effect of a self-organizing edge map. High fre-
quencies in the input image Fig. 3(a) take effect on
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the gradient-based edge map in Fig. 3(b). Applying
the self-organizing scheme emphasizes “important®
edges. This is also of interest for the topic of salient
contour inference, see (Mahamud et al., 2003) for ex-
ample.

4.2 Thresholding the Weighting Factor

To achieve an enhancement of discontinuities along
edges the weighting factors can be set to zero for
neighboring image elements 7, j with [§; 1) —&(j )| <
s for some threshold s. Note that again uniqueness is
lost and the result is highly dependent on the starting
vector E°. A good choice for E¥ is zero or a smoothed
version of the input image. For £ = & and a small
threshold merely no effect will take place even for a
high smoothing factor.

S EVALUATION

5.1 Qualitative Evaluation

The images in Fig. 4(a)-(d) are introduced in (Weick-
ert, 1996) as an example for the denoising properties
of different diffusion filters. 70% of the input image
in Fig. 4(a) are degraded by noise. Fig. 4(b) shows
the linear and (c) the nonlinear isotropic case while
Fig. 4(d) is computed with the proposed edge enhanc-
ing anisotropic diffusion approach.

In Fig. 4(f) the orientational approvement of the self-
organizing process we suggested in section 4.1 can
be seen compared to the initial values in Fig. 4(e)
that are received from an orientation selective, gaus-
sian based filter. Fig. 4(g) shows the solution of
the regularization term proposed in section 2.1 with
anisotropic weighting factors derived from the self-
organized edge map. Fig. 4(h) shows the same setting,
but with thresholded weighting factors. To achieve
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Figure 4: Images (a)-(d) taken from (Weickert, 1996) and (Jahne, 2002) respectively: (a) Input image, (b) linear diffusion,
(c) nonlinear isotropic diffusion and (d) nonlinear anisotropic diffusion. Images (e)-(h) demonstrate our approach: (e) Gradient
magnitude, (f) gradient magnitude after self-organization of the edge map, (g) result for the anisotropic diffusion proposed in

section 3.2 and (h) result with thresholded weighting factors.

()

Figure 5: Mandrill image: (a) N - input image with 10%
uncorrelated noise and (b) R, - anisotropic diffusion with
¢ =250.

maximal diffusion, the scale parameter in both cases
was set to ¢ = 1000. As can be seen in the results
our algorithm shows a good noise elimination prop-
erty with a significant improvement in edge preserv-
ing.

5.2 Quantitative Evaluation

The results presented in table 1 are computed on the
mandrill image in Fig. 5(a) with 10 percent noise
added to each pixel of the input image. To compare
two images we take the percentage of pixels with an
absolute difference less than a threshold s compared
to the total number of pixels m - d. For a smoothness
factor ¢ the result computed on the noisy input im-
age N is given by R.,. Table 1 shows the similarity
between R., and the original image O.

Table 1: Mandrill image: similarity between noisy image
(N), original image (O) and computed images (R.).

| Similarity [[ s=1[s=6[s=16]s=21|
[ NAO || 610 | 3638 | 7941 | 9036 |

Ro.1, NO 4.04 | 40.88 | 85.60 | 94.40
Ro3, NO 399 | 41.13 | 84.40 | 92.75
Ros, NO 390 | 40.24 | 81.75 | 90.29

[ Roy,AO || 3.90 [ 40.16 | 83.14 | 91.92 |
[ Raso, ARaso, || 2918 | 98.83 [ 99.97 | 99.99 |

Due to the high frequent image content in the orig-
inal image the diffusion process yields high similarity
values only for small smoothness factors. These re-
sults show a higher similarity to the original image.
than the noisy input image does. Of course, they also
show a higher similarity than an linear isotropic fil-
tered image (Ro.1,). On the other hand it can be seen
that for a large scale the diffusion process comes to
similar results when the original image is taken as the
input image (R»s0,) as well as when the noisy image
is taken as the input image (R50,). This shows that
unoriented noise as well as high frequent unoriented
image information is eliminated from the input image.

To our knowledge, the noise removal method pro-
posed in (Portilla et al., 2003) and (Guerrero-Colon
and Portilla, 2005) respectively is the most accurate
one. We therefore compare our results to those given
in (Portilla et al., 2003). Here, the denoising perfor-
mance is measured with the peak signal to noise ra-
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Figure 6: Images used for evaluation in table 2: (a) Lena, (b) Barbara, (c) Boats and (d) House. The input images are degraded
with additive Gaussian white noise. All images are taken from http://decsai.ugr.es/ javier/denoise/
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Figure 7: Barbara image: (a) original image, (b) magnification of the table region, (c) part of noisy input image with ¢ = 100
and PSNR = 8.13, (d) denoising result of Portilla et al. (PSNR = 22.6) and (e) denoising result of our method (PSNR = 22.1).

Table 2: Comparison of our denoising results with the re-
sults of Portilla et al., the results are expressed as peak
signal to noise ratio (PSNR). The input images, which are
shown in Fig. 6, are contaminated with additive Gaussian
white noise (¢ = 100). The parameters of our method are
tuned to show best performance on the Lena image. All
images are computed with the same parameters.

| 6=100 | Lena [ Barbara | Boats | House |
Portilla et al. || 25.64 22.61 23.75 | 25.11
Our method || 25.65 22.07 23.13 | 24.92

tio PSNR = 20log,,(255/0,) with G, being the er-
ror standard deviation. Looking at the PSNR val-
ues our method reveals a notable disadvatage. The
smoothing, especially for large smoothness factors,
leads to a shrinkage of the histogram. For the sake
of comparability, we therefore applied a linear his-
togram equalization on our results, but, as can be seen
in Fig. 7(e), there still remains a systematic deviation
of a regions greyscale level compared to the original
image (Fig. 7(b)). Our results are computed with a
smoothing factor ¢ = 4.0 and 60 iteration steps. The
starting vector is the noisy input image and in a pre-
processing step, we perform the self-organization of
the edge map as it is described in section 4.1. For the
self-organization, we used a smoothing factor ¢ = 8.0.
As can be seen in table 2, except for the Lena im-
age, our approach is outperformed by the method pro-
posed in (Portilla et al., 2003). Nevertheless it can be
observed that for high noise levels, our method pro-
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duces less artifacts, which can be a crucial issue, not
only for subsequent image processing steps, but also
for the viewers subjective appraisement of the image
quality.

6 MORE RESULTS

Anisotropic diffusion processes also feature artistic
aspects. In (Weickert, 1996) , paintings of van Gogh
were used for coherence enhancing anisotropic dif-
fusion resulting in images that yield very different
impressions compared to the original paintings. In
Fig. 8(b) the anisotropic regularization we propose in
section 3.2 is used to eliminate the pointillism in a
painting of Georges Seurat (Fig. 8(a)). In Fig. 8(c)
and (d) the isotropic case in section 3.1 is combined
with the thresholding in section 4 and an oversmooth-
ing of the images in order to alienate the original im-
ages.

7 CONCLUSIONS AND
OUTLOOK

We presented a novel regularization-based approach
to anisotropic diffusion that provides a clear mathe-
matical formulation of the regularized diffusion prob-
lem and its solution. The solution is unique and the
iteration process to derive this solution is shown to
be convergent for any scale, i.e. smoothness factor.
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Figure 8: (a) Un dimanche apres-midi a I’ile de la grande jatte, 1884 (b) Result after applying anisotropic diffusion (c) Street

scene in Florence (d) Somewhere in Ireland.

The capability of our approach was demonstrated on
a variety of greyscale and color images. By our ap-
proach we hope to have closed a gap between classic
diffusion filters and regularization methods. Future
examinations will include verifying the rotation in-
variance properties of the local support area proposed
in section 3.2. Future work also will address the effect
of histogram shrinkage mentioned above and the im-
provement of the comparability of the noise removal
results.
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