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Abstract: This paper describes an original statistical trajectory-based approach which can address several issues related to dynamic video content understanding: unsupervised clustering of events, recognition of events corresponding to learnt classes of dynamic video contents, and detection of unexpected events. Appropriate local differential features combining curvature and motion magnitude are robustly computed on the trajectories. They are invariant to image translation, in-the-plane rotation and scale transformation. The temporal causality of these features is then captured by hidden Markov models whose states are properly quantized values, and similarity between trajectories is expressed by exploiting the HMM framework. We report experiments on two sets of data, a first one composed of typical classes of synthetic (noised) trajectories (such as parabola or clothoid), and a second one formed with trajectories computed in sports videos. We have also favorably compared our method to other ones, including feature histogram comparison, use of the longest common subsequence (LCSS) distance and SVM-based classification.

1 INTRODUCTION

Content-based exploitation of video footage is of continuously increasing interest in numerous applications, e.g., for retrieving video sequences in huge TV archives, creating automatic video summarization of sports TV programs (Kokaram et al., 2006), or detecting specific actions or activities in video-surveillance (Boiman and Irani, 2005; Hu et al., 2007). It implies to shorten the well-known semantic gap between computed low-level features and high-level concepts. Considering 2D trajectories is attractive since they form computable image features which capture elaborate spatio-temporal information on the viewed actions. Methods for tracking moving objects in an image sequence are now available to get reliable enough 2D trajectories in various situations. These trajectories are given as a set of consecutive positions in the image plane \((x, y)\) over time. If they are embedded in an appropriate modeling framework, high-level information on the dynamic scene can then be reachable.

We aim at designing a general trajectory classification method. It should take into account both the trajectory shape (geometrical information related to the type of motion and to variations in the motion direction) and the speed change of the moving object on its trajectory (dynamics-related information). Unless required by a specific application, it should not be affected by the location of the trajectory in the image plane (invariance to translation), by its direction in the image plane (invariance to rotation), by the distance of the viewed action to the camera (invariance to scale). It should also be robust enough, since local differential features computed on the extracted trajectories are prone to be noise corrupted. It should not exploit strong \textit{a priori} information on the scene structure, the camera set-up, the 3D object motions.

In this paper we tackle three important tasks related to dynamic video content understanding within the same trajectory-based framework. The first one is clustering trajectories extracted from videos. An unsupervised solution is developed. The second considered problem is recognizing (or retrieving) events in videos. Semantic classes of dynamic video contents are first learnt from a set of representative training trajectories. The third task is detecting unexpected
video event classification and detection using 2D trajectories

The remainder of the paper is organized as follows. In Section 2, we outline related work on trajectory-based video content analysis. In Section 3, we introduce the local differential features considered to represent 2D trajectories. We show that they are invariant to 2D translation, 2D rotation and scale transformation, and we also describe their computation. Section 4 presents our HMM-based framework to model trajectories. It can be viewed as a (statistical) quantization of the local features while accounting for their temporal evolution. We also describe the HMM-based similarity measure used to compare or to classify trajectories. Section 5 deals with the detection of unexpected events. Section 6 introduces other classification methods which will intervene in the comparative experimental evaluation of the proposed method. In Section 7, we present the two data sets used to test and compare the methods. The first one is composed of typical classes of synthetic (noised) trajectories (such as parabola or clothoid), and the second one includes trajectories computed in sports videos. Results are then reported and discussed. Concluding remarks are given in Section 8.

2 RELATED WORK

Trajectory analysis can help recognizing events, actions, or interactions between people and objects. First methods considered point coordinates and local orientations on image trajectories as input features (Bashir et al., 2007; Buzan et al., 2004; Chan et al., 2004; Porikli, 2004). Using these features leads to express strict spatial similarity between trajectories. Other methods use velocities as features to compare 2D trajectories (Porikli, 2004; Hu et al., 2007; Wang et al., 2006), but visual velocity still depends on the distance of the viewed action to the camera.

Different methods have been developed to compare and cluster trajectories in order to analyze the content of video sequences. Buzan et al. (Buzan et al., 2004) resorted to the Longest Common Subsequence (LCSS) distance (Vlachos et al., 2002), to classify trajectories computed in an image sequence acquired by a single stationary camera for video surveillance. It is based on a hierarchical unsupervised clustering of trajectories where trajectory features are vectors of 2D coordinates of the trajectory points. Wang et al. introduced a novel similarity measure based on a modified Hausdorff distance and a comparison confidence measure. They compare the distributions of the spatial coordinates of the trajectory points, and also use other attributes, such as velocity and object size (Wang et al., 2006) Bashir et al. presented a trajectory-based real-time indexing method (Bashir et al., 2007), using PCA and spectral clustering. A system that learns patterns of activity from trajectories, and hierarchically classifies sequences using a codebook was developed by Stauffer and Grimson (Stauffer and Grimson). Li et al. considered statistical distributions of trajectory orientations exploited in a clustering algorithm (Li et al., 2006). Recent work has explored modeling frameworks such as DPN (Dynamic Probabilistic Network) and HMM (Hidden Markov Model) to express the temporal information (causality) embedded in video trajectories and the semantic meaning that they convey. Hongeng et al. (Hu et al., 2007) described a complex event recognition method based on the definition of scenarios and on the use of Semi-Markov Chain (SMC). Chan et al. (Chan et al., 2006) coped with fragmented tracks that occur when using mean-shift tracking. They attempted to jointly solve the problem of linking these “tracklets” and recognizing complex events using DBN (Dynamic Bayes Net).

They also proposed a method for detecting rare events by representing motions and space-time relations between objects using HMMs (Chan et al., 2004). A recognition method for group activities was defined by Gong and Xiang (Gong and Xiang, 2003) relying on DPN to model and detect actions involving multiple objects. DPN are specially used to model the temporal relationships among different temporal events in the scene. Porikli defined distances to handle trajectories, especially a HMM-based distance (Porikli, 2004). The methods based on HMMs, SMCs or DPNs developed so far are unable to treat short trajectories (see subsection 4.1). Let us also stress that all the aforementioned methods exploit features invariant to translation or scale transformation only.

The approach we have designed is different from those proposed so far in several points. First, we introduce local differential trajectory features which are able to jointly capture information on the trajectory shape and on the object speed. Besides, they are invariant to translation, rotation and scale transformations. We have also developed a procedure to compute them which is efficient and robust to noise. Second, temporal evolution of these features over the trajectory curve is explicitly accounted for by considering an original and effective HMM scheme. Indeed, the HMMs states are given by properly quantizing the real feature values. Our HMM method is also able to process trajectories of any sizes (especially small trajectories). Moreover, we have adopted a HMM distance which can be exploited both for clustering and recognizing dynamic video contents and for detecting
Let us first consider the local orientation of the curve. Directions can then be derived for the first- and second-order trajectories. To reliably compute the local differential trajectory features, we need a continuous representation of the gravity center of a segmented region, window center, etc. To reliably compute the local differential trajectory features, we need a continuous representation of the curve formed by the trajectory. To this end, we perform a kernel approximation of $T_k$ defined by

$$u_t = \frac{\sum_{j=1}^{n_k} e^{-(\frac{(x_j - t)^2}{2h^2})} x_j}{\sum_{j=1}^{n_k} e^{-(\frac{(x_j - t)^2}{2h^2})}}, \quad v_t = \frac{\sum_{j=1}^{n_k} e^{-(\frac{(y_j - t)^2}{2h^2})} y_j}{\sum_{j=1}^{n_k} e^{-(\frac{(y_j - t)^2}{2h^2})}}, \quad h$$

where $(x_j, y_j)$ designates the coordinates of the tracked object at $t$ and $(u_t, v_t)$ its smoothed representation. $h$ is a smoothing parameter to be set according to the observed noise magnitude. Explicit expressions can then be derived for the first- and second-order temporal derivatives of the trajectory positions: respectively, $u_t$, $v_t$, $u_t$, and $v_t$. In contrast, in the HMM framework introduced in (Porikli, 2004) to model trajectories and their temporal evolution, the number of states remains difficult to set (it relies on a validity score that requires a balancing factor to be fixed), and the trajectory size should be much larger than the number of Gaussian mixture components (used for the conditional observation distribution) times the number of states, whereas our method is developed to handle trajectories of any size.

### 4.2 Derivation of the Trajectory Features

Let us first consider the local orientation of the curve given by $\gamma = \arctan\left(\frac{v_t}{u_t}\right)$. By construction, it is invariant to 2D translation and scale transformation. To add invariance to 2D rotation, let us now take the temporal derivative of $\gamma$, $\dot{\gamma}$, and let us analyze this quantity. We have $\frac{d}{dt}(\tan \gamma) = \frac{1}{\cos^2 \gamma} \dot{\gamma}$. On the other hand:

$$\frac{d}{dt}(\tan \gamma) = \frac{v_t \dot{u}_t - u_t \dot{v}_t}{u_t^2}.$$  

Then

$$\dot{\gamma} = \cos^2 \gamma \left(\frac{v_t \dot{u}_t - u_t \dot{v}_t}{u_t^2}\right).$$

Also

$$\cos^2 \gamma = (1 + \tan^2 \gamma)^{-1} = \frac{u_t^2}{u_t^2 + v_t^2}.$$  

Hence

$$\dot{\gamma} = \frac{v_t \dot{u}_t - u_t \dot{v}_t}{u_t^2 + v_t^2} = \kappa_t ||w_t||$$

where $\kappa_t = \frac{v_t \dot{u}_t - u_t \dot{v}_t}{(u_t^2 + v_t^2)^{3/2}}$ is the local curvature of the trajectory and $||w_t|| = (u_t^2 + v_t^2)^{1/2}$ the local velocity magnitude at point $(u_t, v_t)$. The numerator of $\dot{\gamma}_k$ is the determinant of matrix

$$\begin{pmatrix} u_t & \dot{u}_t \\ v_t & \dot{v}_t \end{pmatrix}$$

and the denominator $u_t^2 + v_t^2 = ||w_t||^2$ is the squared velocity magnitude. Then, $\dot{\gamma}_k$ is also rotation invariant. We have also demonstrated that this local feature well captures both the trajectory shape and the object speed since it is the product of the local curvature and the instantaneous velocity magnitude.
The HMM which models the trajectory $T_k$ is now characterized by:
- the state transition matrix $A = \{a_{ij}\}$ with
  \[ a_{ij} = P[ q_{t+1} = S_j \mid q_t = S_i ] , \quad 1 \leq i, j \leq N , \]
  where $q_t$ is the state variable at instant $t$ and $S_i$ is its value (i.e., the $i$th bin of the quantized histogram);
- the initial state distribution $\pi = \{\pi_i\}$, with $\pi_i = P[ q_1 = S_i ]$, $1 \leq i \leq N$;
- the conditional observation probabilities $B = \{b_i(\dot{\gamma}_t)\}$, where $b_i(\dot{\gamma}_t) = P[ \dot{\gamma}_t \mid q_t = S_i ]$, since the computed $\dot{\gamma}_t$ are the observed values.

The conditional observation probability is defined as a Gaussian distribution of mean $\mu_i$ (i.e., the median value of the histogram bin $S_i$). Its standard deviation $\sigma$ does not depend on the state and is specified so that the interval $[\mu_i - \sigma, \mu_i + \sigma]$ corresponds to the bin width. This conditional observation model can reasonably account for measurement uncertainty. It also prevents from having zero values when estimating matrix $A$ in the training stage by lack of measures (especially in case of short trajectories). Otherwise, infinite distances would be found between trajectories (some coefficients of matrix $A$ would be zero values).

To estimate $A$ and $\pi$, we have adapted the least-squares technique proposed in (Ford and Moore, 1998) where the HMM is assimilated to a count process. If $H_k^{(i)} = P(\gamma_t \mid q_t = i)$ (corresponding to a weight for the count process), empirical estimates of $A$ and $\pi$, for a trajectory $k$ of size $n_k$ are given by
\[
 a_{ij} = \frac{\sum_{t=1}^{n_k-1} H_k^{(i)} H_k^{(j)}_t}{\sum_{t=1}^{n_k-1} H_k^{(i)}_t} \quad \text{and} \quad \pi_i = \frac{\sum_{t=1}^{n_k} H_k^{(i)}_t}{n_k} .
\]

As illustration, we show an example of a real trajectory in Fig. 2, its smoothed counterpart, the estimated values of $A$ and $\pi$ coefficients for its associated HMM.

4.2 Similarity Measure

To compare two trajectories, we have to define a similarity measure. To this end, we exploit the HMM framework we have built. We adopt the distance between HMMs proposed by Rabiner (Rabiner, 1989). It can also be used to classify the trajectories since it is defined at the trajectory model level. Given two HMMs represented by their parameter sets $\lambda_1$ and $\lambda_2$.
\[ D(\lambda_1, \lambda_2) = \frac{1}{T} \left[ \log P(O^{(2)}|\lambda_2) - \log P(O^{(2)}|\lambda_1) \right] \]

where \( O^{(j)} = \{y_1, y_2, \ldots, y_n\} \) is the sequence of measures used to train the model \( \lambda_j \) and \( P(O^{(j)}|\lambda_i) \) expresses the probability of observing \( O^{(j)} \) with model \( \lambda_i \) (computed with the Viterbi algorithm). To be used as a similarity measure, a symmetrized version is required:

\[ D_s(\lambda_1, \lambda_2) = \frac{1}{2}[D(\lambda_1, \lambda_2) + D(\lambda_2, \lambda_1)]. \]

5 VIDEO UNDERSTANDING TASKS

5.1 Unsupervised Clustering of Trajectories

We first describe how we address the unsupervised clustering task. Given a set of video shots (obtained by an automatic temporal video segmentation technique), we try to cluster the extracted trajectories in a sensible way to come out with relevant classes of dynamic video content. We first represent each trajectory by a HMM whose parameters are estimated as explained in Section 4. We then perform a classical binary ascendant hierarchical classification using the trajectory similarity measure introduced in the previous section. The distance between two groups of trajectories \( G_i \) and \( G_j \) is defined using an average link method, e.g., calculating the mean of the distance between all pairs of trajectories:

\[ D_{\text{average link}}(G_i, G_j) = \frac{\sum_{T_i \in G_i, T_j \in G_j} D_T(T_i, T_j)}{\#G_i \#G_j}. \]

When achieving a binary hierarchical classification, the system needs to know when to stop the merging iterations. If the process is stopped too late, trajectories will be grouped in too few heterogeneous classes. Otherwise, if the process is terminated too early, classes will be too fragmented, and they would not correspond to relevant semantic classes. Two alternatives have been tested. We stop merging groups when a predefined number \( C \) of classes has been created, which means that the user has some knowledge on the diversity of the dynamic video contents. A second procedure is to fix a threshold \( \tau \), and merging is continued until the current minimum inter-classes distance passes the threshold \( \tau \).

5.2 Recognition of Learnt Classes of Dynamic Video Content

Let us consider the problem of recognizing events, or equivalently, of retrieving instances of known classes of events in videos. It can be achieved in a supervised way (classes are learnt from training examples) or in an unsupervised way using the clustering stage described above. Each class is modeled by a set of HMMs corresponding to representative trajectories (those used in the training step, or those belonging to the corresponding cluster supplied by the initial clustering step applied on a subset of the video sequence base) which we will call the initial members in the sequel. Recognition is then performed by assigning the processed trajectory to the nearest class. As aforementioned, the distance to a class is defined using the average link method (see subsection 5.1).

5.3 Detection of Unexpected Events

Detecting unexpected (or equivalently, rare or abnormal) events is of interest in many applications. We tackle this issue with the same HMM-based framework. First, we consider a set of predefined (or learnt) classes represented again by the estimated HMMs of the initial class members. We compute for each class \( C_i \) its centroid \( G_i \) in the \( \lambda \)-parameter space from the estimated parameters \( \lambda_i \) of the HMMs of the initial members \( T_j \) of class \( C_i \). Then we evaluate the distances of all the initial class members \( T_j \) to the centroid \( G_i \) using relation (5), and we denote \( R_i \) the maximum distance value. Let \( \sigma_i \) designate the standard deviation of these distance values. We decide that a test trajectory \( T_k \) corresponds to an unexpected event if, for every class \( C_i \), \( D_{\text{average link}}(T_k, C_i) \gg R_i + \sigma_i \), where \( D_{\text{average link}}(T_k, C_i) = \sum_{T_j \in C_i} D_T(T_k, T_j) / \#C_i \).

6 OTHER METHODS FOR COMPARISON PURPOSE

6.1 Bhattacharyya Distance between Histograms

To assess the importance of introducing temporal causality, i.e., transitions between states, we have implemented a Bhattacharyya distance-based classification method. The Bhattacharyya distance \( D_b \) between two (normalized) histograms \( h_i \) and \( h_j \) of features \( \gamma_t \), respectively corresponding to two trajectories \( T_i \) and \( T_j \), is defined by
\[ D_h(h_i, h_j) = \sqrt{1 - \sum_{q=1}^{N} h^*_q h^*_q} \] (7)

where \( h^*_q \) is the histogram value of bin \( q \) for trajectory \( T_i \). Similarly to the HMM-based method, we assign the test trajectory \( T_k \) to the nearest class and the distance to a class is defined using an average link method (see subsection 5.1).

6.2 SVM Classification Method

An efficient tool to perform supervised classification of patterns is the SVM method (Burges, 1998). As input for the SVM method, we take the HMM parameters corresponding to the trajectories. A SVM method needs patterns to be represented by vectors. Hence, for each trajectory \( T_k \), a vector \( X_k \) containing the HMM parameters \( \lambda_k \) of the trajectory is created. Let us give an example with only \( N = 3 \) state values.

\[
A_k = \begin{pmatrix}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{pmatrix}, \quad \pi_k = [a_1, a_2, a_3],
\]

and \( X_k = [a_{11}, a_{12}, a_{13}, a_{21}, a_{22}, a_{23}, a_{31}, a_{32}, a_{33}, a_1, a_2, a_3] \) is the vector representing the trajectory \( T_k \). A SVM classification technique with a Gaussian RBF (radial basis function) kernel is used. The reported results are obtained using the “one against all” classification scheme.

7 EXPERIMENTS

7.1 Synthetic Trajectories

First, a set of typical trajectories has been generated to settle experiments with ground truth and easily specifiable data. More specifically, 8 classes (sinusoid, parabola, hyperbola, ellipse, cycloid, spiral, straight line, and clothoid) have been considered and 8 different trajectories (of different sizes, including short trajectories) have been simulated for each class, with different parametrizations of the curves, and for several geometric transformations (rotation, scaling), as illustrated in Fig.1. Noised versions have been generated with different noise levels. Thus, we can evaluate the performance of the methods with respect to trajectory shape and length variations within a class, invariance to transformations and robustness to noise.

7.2 Video Trajectories

Real trajectories have been extracted from a Formula One race TV program and from Alpine skiing TV programs, both filmed with several cameras. The trajectories are computed with the tracking method described in (Perez et al., 2002). The background motion due to camera panning, tilting and zooming is canceled. Trajectory shapes supplied by this method are thus nearly similar to the real 3D trajectories of Formula One cars (up to an homography, since the 3D motion is almost planar) and of skiers. Examples are plotted on Fig.3.
The clustering relying on the ascendant hierarchical binary classification (AHBC) technique supplies very good results with the two stopping criteria aforementioned. Due to page limitation, we will only report results obtained with the first stopping criteria. Table 1 contains results obtained with our HMM-based method and with the same AHBC technique but using the Bhattacharyya distance and the LCSs distance instead. Two cases were considered: 4 and 6 classes, the four first ones being nested subsets of the last six ones. Our method outperforms the Bhattacharyya distance based method (with approximately the same computation time), and the LCSs method while requiring a much lower computation time (at least five times faster). This experiment also demonstrates that our unsupervised classification method is able to form meaningful clusters since the later are very close to the ground truth groups presented in Fig.4.

Table 1: Results of unsupervised classification by an ascendant hierarchical binary classification (AHBC) technique, using the proposed HMM-based distance, the LCSs distance and the Bhattacharyya distance for Formula One cars trajectories. Two cases were considered: 4 and 6 classes, the four first ones being nested subsets of the last six ones (precisely the four classes on the left on Fig.4). Percentages correspond to rates of good classification for the extracted classes (the ground truth being known). As stopping criteria, the number of classes to create is provided to the AHBC technique.

<table>
<thead>
<tr>
<th>Percentage of correct clustering</th>
<th>4 classes</th>
<th>6 classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>100</td>
<td>92.2</td>
</tr>
<tr>
<td>Bhattacharyya</td>
<td>58.4</td>
<td>53.9</td>
</tr>
<tr>
<td>LCSs</td>
<td>84.4</td>
<td>72.3</td>
</tr>
</tbody>
</table>

7.4 Results on Supervised Recognition

We are now reporting results regarding the recognition task. We have compared our HMM-based method with the SVM classification method described in subsection 6.2 and the histogram comparison technique based on the Bhattacharyya distance outlined in subsection 6.1. To evaluate the performances, we have adopted the leave-one-out cross validation. Table 2 contains best classification results for the real sets of video trajectories (4 and 6 classes presented in Fig.4). Table 3 shows the performance of our HMM method for different levels of noise on the synthetic trajectories using different values of $h$.

Tests performed on the sets of synthetic trajectories gave very promising results, hence a perfect classification was performed for most parameter configurations (i.e., for $N, h$ and $P_v$) with the SVM and HMM methods, where the technique based on the Bhattacharyya distance fail to efficiently classify synthetic trajectories (highlighting the importance of the temporal causalities modeled with HMM). The technique based on the Longest Common Subsequence distance (LCSs) (Buzan et al., 2004) gave good results but not perfect, and with a higher computation time (more than five times longer than with HMM based method). Recognition results with noised data (Table 3) shows that the parameter $h$ helps handling efficiently noised data, by smoothing the processed trajectories.

For the evaluation on real videos (Fig.4), the same type of results have been obtained, very satisfying classification results for most parameter configurations with the SVM and HMM methods, and less accurate classification results with the techniques using the Bhattacharyya distance and the LCSs distance (Table 2). Besides, our HMM method is much more flexible than the SVM classification stage (e.g., adding a new class only requires to learn the parameters of that class).

Table 2: Comparison of the best recognition percentages for the trajectories extracted from real video, using the leave-one-out cross validation technique.

<table>
<thead>
<tr>
<th>Percentage of correct classification</th>
<th>4 classes</th>
<th>6 classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>100</td>
<td>99.0</td>
</tr>
<tr>
<td>SVM</td>
<td>100</td>
<td>96.1</td>
</tr>
<tr>
<td>Bhattacharyya</td>
<td>100</td>
<td>93.1</td>
</tr>
<tr>
<td>LCSs</td>
<td>97.1</td>
<td>91.2</td>
</tr>
</tbody>
</table>

Table 3: Classification results for the synthetic trajectories, with a HMM-based method, using the leave-one-out cross validation technique, for different values of $h$ and $\sigma$ ($\sigma$ is the standard deviation of the added noise).

Tests performed on the sets of synthetic trajectories gave very promising results, hence a perfect classification was performed for most parameter configurations (i.e., for $N, h$ and $P_v$) with the SVM and HMM methods, where the technique based on the Bhattacharyya distance fail to efficiently classify synthetic trajectories (highlighting the importance of the temporal causalities modeled with HMM). The technique based on the Longest Common Subsequence distance (LCSs) (Buzan et al., 2004) gave good results but not perfect, and with a higher computation time (more than five times longer than with HMM based method). Recognition results with noised data (Table 3) shows that the parameter $h$ helps handling efficiently noised data, by smoothing the processed trajectories.

For the evaluation on real videos (Fig.4), the same type of results have been obtained, very satisfying classification results for most parameter configurations with the SVM and HMM methods, and less accurate classification results with the techniques using the Bhattacharyya distance and the LCSs distance (Table 2). Besides, our HMM method is much more flexible than the SVM classification stage (e.g., adding a new class only requires to learn the parameters of that class).

Table 3: Classification results for the synthetic trajectories, with a HMM-based method, using the leave-one-out cross validation technique, for different values of $h$ and $\sigma$ ($\sigma$ is the standard deviation of the added noise).

7.5 Results on the Detection of Unexpected Events

We have conducted experiments on several real videos for the detection of different types of unexpected events. For the Formula One race video, we were able to detect incidents such as cars driving off
the track (revealed by an abnormal trajectory shape) or intervention of the safety car (revealed by a quite different speed while the global trajectory shape remains unchanged). For the skiing competition, the objective was to detect falls of skiers. Fig.5 and Fig.6 respectively show three Formula One video sequences and two Alpine skiing race video sequences. Fig.6 also presents trajectories corresponding to a class (printed in blue) and to two unexpected events (printed in magenta and blue). In each case, the first one belongs to a regular event class while the other ones are examples of unexpected events. The criterion described in subsection 5.2 allowed us to correctly detect the unexpected events in all the processed examples. In Table 5 we supply the maximum intra-class distance $R_i$ and the distance between the trajectory detected as unexpected event and the six considered classes $C_i$ (presented in Fig.4), for several cases. Table 4 presents results corresponding to skiers trajectories, showing the difference between the maximum intra-class distance and the distance between unexpected events and this regular class. These results show that our HMM-based framework can be straightforwardly and successfully exploited for detecting unexpected events in videos.

![Figure 5](image-url)  
Figure 5: Images from Formula One race video shots acquired by the same camera. Top row: images displaying instances of a regular class. Bottom rows: example of unexpected events (safety car, car driving off the track). The trajectories are overprinted on the images.

![Figure 6](image-url)  
Figure 6: Images from Alpine skiing competition video shots acquired by the same camera. Trajectories are overprinted on the images. Top row: example of regular class. Bottom row: example of unexpected event (fall of a skier).

<table>
<thead>
<tr>
<th>Class</th>
<th>$R_i + \sigma_i$</th>
<th>Status</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accident</td>
<td>0.4412</td>
<td>detected</td>
</tr>
<tr>
<td>Skier veering off the pist</td>
<td>0.3307</td>
<td>detected</td>
</tr>
</tbody>
</table>

Table 4: Detection threshold is supplied in the second row for the class of ski trajectories used in the detection task of unexpected events. The following rows contain the distances between the unexpected events trajectories and the regular class. Last column shows the detection status.

8 CONCLUSIONS

We have proposed a trajectory-based HMM framework for video content understanding. We have shown that it is general and flexible enough to solve three tasks: unsupervised clustering of events, recognition of events corresponding to learnt classes of dynamic video contents, and detection of unexpected events. We have introduced appropriate local trajectory features invariant to translation, rotation and scale transformations, and we can reliably compute them in presence of noise. We have conducted an important set of comparative experiments both on synthetic examples and real videos (sports TV programs) with classification ground truth. We have shown that our method supplies accurate results and offers better performance and usability than other approaches such as SVM classification, histogram comparison or LCSS distance. Extensions of this work will investigate the hierarchical modeling of space-time groups of trajectories in association or in interaction to represent activities in videos.
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Table 5: Detection thresholds are supplied in the second row for the (learnt) classes $C_i$ used in the detection task of unexpected events. The following rows contain the distances between the unexpected events trajectories and the regular classes. The events ‘Accident 1’, ‘Veering off the track’ and ‘Safety car’ were shot by the camera corresponding to class 1, whereas ‘Accident 2’ corresponds to class 2. Last column shows the detection status.

<table>
<thead>
<tr>
<th>Class</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
<th>Class 6</th>
<th>status</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_i + \sigma_i$</td>
<td>0.0753</td>
<td>0.1310</td>
<td>0.1180</td>
<td>0.0632</td>
<td>0.0225</td>
<td>0.0330</td>
<td></td>
</tr>
<tr>
<td>Accident 1</td>
<td>0.2084</td>
<td>0.1427</td>
<td>0.1713</td>
<td>0.1306</td>
<td>0.0296</td>
<td>0.1992</td>
<td>detected</td>
</tr>
<tr>
<td>Veering off the track</td>
<td>0.1603</td>
<td>0.1991</td>
<td>0.3017</td>
<td>0.2068</td>
<td>0.0484</td>
<td>0.1556</td>
<td>detected</td>
</tr>
<tr>
<td>Safety car</td>
<td>0.2958</td>
<td>0.5200</td>
<td>0.6425</td>
<td>0.3088</td>
<td>0.2595</td>
<td>0.2788</td>
<td>detected</td>
</tr>
<tr>
<td>Accident 2</td>
<td>0.2474</td>
<td>0.3978</td>
<td>0.5141</td>
<td>0.2068</td>
<td>0.0716</td>
<td>0.2127</td>
<td>detected</td>
</tr>
</tbody>
</table>


