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Abstract: This paper presents an integrated approach for interactive direct volume deformation and simultaneous visualization. The fundamental requirement is that interactive performance without pre-processing must be achieved for large volume data, where at any time up to one million elements participate in a deformation that is applied interactively by picking and dragging in the 3D view. Current physically-based approaches are still one or two orders of magnitude away from this goal. In contrast, our approach extends the non-physical ChainMail algorithm and combines it with on-the-fly resampling and GPU ray-casting. Special transfer functions assign material properties depending on volume density. The affected subvolume is deformed and resampled onto a rectilinear grid on the CPU, and updates the volume on the GPU where it is rendered using ray-casting. While the deformation is already being displayed, its quality is simultaneously refined via an iterative relaxation procedure executed in a parallel thread.

1 INTRODUCTION

This paper follows a vision first published in 1995: Thought as natural extension to direct volume rendering, Sarah F. Gibson formulated the idea for a system that allows direct deformation, cutting and carving of volume data (Gibson, 1995). She introduced the so-called ChainMail algorithm allowing in its extension modeling of deformation of inhomogeneous materials. Similar to direct volume rendering, the deformation is directly performed at the voxel level of the volume without any pre-processing.

The ChainMail algorithm provides only a non-physics based deformation scheme, but is able to deform large structures in real time: Having in mind that a small volume dataset of $256^3$ consists already of more than 16 million voxels, existing physically based approaches are still far away from being able to deform such structures at interactive frame rates without previous simplification. Due to the limited available computational power at the time of first publication of the algorithm and its extensions, simultaneous volume rendering of the whole dataset during the deformation process was not possible, and Sarah Gibson formulated this task as future work (Gibson, 1999).

This paper presents a framework that integrates high quality real time visualization with direct deformation of volume data fulfilling the following requirements:

- Full information of the original data is available throughout the whole process: Deformation and visualization are directly performed at the voxel level of the volume.
- The deformation is not physically correct, but plausible depending on the underlying data.
- No time-consuming preprocessing is necessary, like segmentation, simplifications and adaptive hierarchy generation.
- The system reaches interactive frame rates for simultaneous simulation and visualization.

Basis of the proposed deformation system is the Enhanced ChainMail algorithm (Schill et al., 1998) that is taken as initialization step for a relaxation solver that allows also simulation of elastic deformation. Handling of the high amounts of data has been addressed by a specialized data structure and memory management system. A new image order resampling
algorithm has been developed to provide simultaneous visualization of the deformed data using the powerful GPU accelerated volume rendering framework described in (Scharsach et al., 2006).

The paper is organized as follows: Related work is discussed in the next section. A short summary of the Chain Mail algorithm and existing extensions is given in section 3. Section 4 outlines the general workflow of our system. The two-step deformation method is explained in section 5 including details on the basic chain mail implementation, relaxation, and material definition. Visualization and related issues are addressed in section 6, interaction methods are discussed in section 7. The paper closes with results in section 8, and a summary in section 9.

2 RELATED WORK

Detailed discussion of the extensively available related work on physically based deformation methods of (volumetric) objects is beyond the scope of this paper. The interested reader is referred to two State of the Art Reports presented at Eurographics 2005 (Nealen et al., 2005; Chen et al., 2005) giving an excellent general overview.

Considering physically based approaches for direct deformation and visualization of volume data, modern point based mesh free methods (Müller et al., 2004; Müller et al., 2005) seem to be the most natural approach to deal directly with medical volume data: theoretically, no preprocessing is required and deformation could be directly performed on the volume if each voxel would be modeled as particle or phyxel.

The approaches mentioned above and reported in (Nealen et al., 2005; Chen et al., 2005) provide physically correct deformation, but due to their computational complexity, none of them is able to handle more than 100k elements at interactive frame rates, even if GPU accelerated integration schemes are used (Georgii and Westermann, 2006; Mosegaard et al., 2005). Simultaneous visualization of deformed objects is another bottleneck, especially if surfaces have to be reconstructed on the fly, like it is the case in general for particle-based (Desbrun and Cani, 1998) and point-based approaches (Adams et al., 2005). Nealen et al. (Nealen et al., 2005) stated in the conclusions of the state of the art report: "Yet even with the current methodology, the algorithms and models have seen somewhat limited application in production environments and videos games. One reason for this is the lack of computational power...".

Existing approaches addressing directly the deformation of volumes, i.e. without previous mesh extraction and/or simplification, are mainly based on space or ray deformation techniques: either a coarser structure (e.g. bounding boxes (Singh et al., 2003), volume or surface geometry (Westermann and Rezk-Salama, 2001)) is deformed and the deformation of the volume itself is computed as displacement based on the deformation of the shape. This can be done either directly or indirectly by deformation of the rays during rendering. But these approaches also do not perform deformation at the the finest level. To capture fine structures, extensive preprocessing (segmentation, geometric reconstruction) has to be done.

Spatial transferfunctions (Chen et al., 2003) allow geometric, procedural and hierarchical definition of deformations performed on volumes: geometric deformation rules can be assigned to each voxel by a previously defined function. Arbitrary interactive deformation is not possible with this technique.

To our knowledge, the ChainMail algorithm (Gibson, 1997) is the only existing algorithm able to perform interactive deformation of common size volume datasets directly on voxel level. The ChainMail algorithm itself is not a physically based deformation method and is only able to simulate plastic deformation, but an additional relaxation step as proposed in (Gibson, 1999) can be used to get more realistic and elastic deformations. Furthermore, the connected data structure allows easy manipulation of the volume like cutting and carving. A generalization of ChainMail to arbitrary mesh topologies, the Generalized ChainMail Algorithm, has been proposed by (Li and Brodlie, 2003). A complete system for planning of arthroscopic knee surgery (Gibson et al., 1998) and a biomechanical simulation of the vitreous humor in the eye (Schill et al., 1998) based on the (enhanced) chain mail demonstrated the general applicability of the method.

The next section give an overview of the basic functionality and limitations of existing ChainMail implementations.

3 CHAINMAIL REVISITED

Data structures. The classical ChainMail algorithm is designed to operates on data elements initially arranged in a three dimensional axis aligned grid defined by x-,y-,z-axes. Each element is connected with its six direct neighbors by ChainMail constraints that are defined as axis aligned regions describing the set of valid positions for each neighbor element. Figure 1 shows the definition of a valid region for a neighbor in x-direction described by its minimal and maximal distance in x-direction and the
allowed deviations (shear) in y- and, in the 3D case, also in z-direction. Valid regions for other neighbors are defined in an analogous way. Material properties can be directly modeled by modification of the Chain-Mail constraints. Extent and form of the valid region are directly connected to stiffness/softness of the simulated material.

Figure 1: Left: ChainMail constraints. Right: Constraint violation.

Algorithm. If translation of an element causes constraint violations, i.e. one of the neighbors is moved outside of its valid region, the ChainMail algorithm solves the constraints by sequentially moving the elements into the valid regions. Each moved element can cause new constraint violations, hence the order of element processing is important. The original algorithm provides uniform propagation of the deformation by processing candidates of the six different major directions on a rotational basis.

ChainMail has the advantage that its complexity does not grow with the number of elements of the object but only with the number of affected elements. The performance of the algorithm is based on two features of the algorithm:

1. The deformation is calculated depending on simple constraints.
2. Each element of the dataset is processed at most once per deformation step.

Existing Extensions. The original ChainMail algorithm solves only geometrical constraints. To achieve an optimal energy configuration Gibson presented an additional simple relaxation step in (Gibson, 1997). The algorithm iterates over each element and moves it towards an equilibrium position which is placed in the center of its neighbors. A second drawback of the original ChainMail algorithm is that it is not well suited to process inhomogeneous data. To overcome this limitation the Enhanced ChainMail algorithm (Schill et al., 1998) has been proposed. The equal deformation propagation into each direction is replaced by an importance driven approach where elements with a higher amount of constraint violation are processed first. This method leads to a shock wave like deformation propagation that propagates faster through stiff material. The simple midpoint-based relaxation scheme proposed in connection with the original ChainMail does not allow the definition of material parameters and is therefore not suitable for the enhanced ChainMail. Up to now, no relaxation scheme addressing this problem in connection with the Enhanced ChainMail algorithm has been proposed.

4 SYSTEM OVERVIEW

An overview of our deformation system is depicted in figure 2. Initial deformation input is provided by user interaction through a pick and drag interface (see section 7). The user input is processed by an extended ChainMail solver (see section 5.1) which computes a preliminary but fast deformation. The result can be visualized immediately but it is also forwarded to the relaxation solver which is initialized with the deformed voxels. Our relaxation method (section 5.2) optimizes the deformation for more realistic material behavior, but since relaxation is a time consuming iterative process, this routine is invoked in a second thread on the CPU and parallel to the rendering step performed on the GPU. Rendering is done by GPU-based direct volume raycasting (section 6). To do so, the deformed volume data needs to be resampled into a rectilinear grid and has to be transferred into graphics card memory. Since resampling is a time consuming task as well, and the amount of data that has to be downloaded to graphics memory should be as small as possible, only the changed area of the volume will be considered. For this reason both deformation methods provide bounding boxes which describe the affected part of the volume.

The deformation and rendering cycle performs as follows. At the begin of each loop it is checked if the user is actively manipulating the volume. In this case ChainMail deformation and visualization is performed sequentially. In the other case the relaxation solver is invoked in parallel to the rendering routine.
5 TWO-STEP DEFORMATION

The proposed deformation system allows processing of large volume data sets with inhomogeneous materials. The system has been realized as two-step deformation system providing in the first step a rough and fast ChainMail based deformation, followed in a second step by a successive refinement based on a physically motivated relaxation scheme.

5.1 Step 1: Enhanced ChainMail

The first step of our deformation system is based on the Enhanced ChainMail (Schill et al., 1998) algorithm that allows handling of inhomogeneous data, i.e. the definition of different deformation properties per material (see section 5.3).

The ChainMail deformation process performs in the same way as proposed in the original literature, but extensions have been developed concerning data structure and data handling.

**Data Structure and Memory Management.** Basically we use a similar data structure as presented by Gibson et al. The original volume data (in most cases two bytes per voxel) is wrapped with an explicit position, a unique id, neighborhood information, a time stamp and flags. In our implementation we came up with a data structure using 64 bytes for one voxel.

In contrast to the original implementations we consider much larger datasets (up to 1GB), hence preparing the whole volume dataset for deformation can easily reach the limit of available main memory. Therefore we extended the data structure with a brick- ing scheme to reduce the allocation in main memory, similar to the method for GPU based volume rendering provided by (Weiler et al., 2000). The volume is subdivided in small bricks, 32 $\times$ 32 $\times$ 32 in size. These data blocks are generated only if they are needed for the deformation process.

The data structure is controlled by a memory management algorithm. This algorithm keeps track of the available and already allocated memory. Every time data for deformation is missing the memory manager is invoked to generate the block which contains the missing data. If the system runs out of memory an unused data block is freed before generating the new one. In this way the available memory does not limit the possible volume size but the number of data blocks which can be deformed at one time.

5.2 Step 2: Relaxation

As described in section 3, ChainMail comes with the advantage of simplicity and speed but generates only a very coarse approximation of soft body deformations. The relaxation step described in this section is suited to handle inhomogeneous data, and improves the previous deformation result of the Enhanced ChainMail algorithm by adding additional physical constraints.

Our goal was to implement a relaxation system providing physically plausible improvements of the initial ChainMail deformations while still performing at interactive frame rates. For this purpose we propose a relaxation scheme similar to the approach presented in (Brown et al., 2002) that is directly derived from physically-based mass-spring methods. Our system based on the following basic relaxation step:

$F_{i}^{t+\Delta t} = D(p_{i}^{t}) \quad (1)$

$p_{i}^{t+\Delta t} = p_{i}^{t} + \alpha \cdot D(p_{i}^{t}) \quad (2)$

A displacement function $D$ is evaluated to calculate a vector $F_{i}$ which moves the node into the equilibrium position. Material properties are modeled with this displacement function. Then the node position $p_{i}$ is updated with $F_{i}$ scaled by a step size $\alpha < 1$. High values for $\alpha$ lead to faster convergence but can lead to instability as well.

**Displacement Function D.** The behavior of material is modeled using linear springs to connect the elements. Linear springs are described by Hooke’s Law as

$f_{i,j}^{t+\Delta t} = -k_{i,j} \cdot (p_{i}^{t} - p_{j}^{t}) \quad (3)$

where $i$ denotes the node and $j$ the neighbor. The constant $k_{i,j}$ denotes the stiffness of the spring between node $i$ and $j$. Since the spring tries to preserve a defined distance between the nodes, the rest length $d_{i,j}$ is introduced into the equation.

$f_{i,j}^{t+\Delta t} = -k_{i,j} \cdot (d_{i,j} - |p_{i}^{t} - p_{j}^{t}|) \cdot (p_{i}^{t} - p_{j}^{t}) \quad (4)$

The force vector of node $i$ is calculated by summing all springs.

$F_{i}^{t+\Delta t} = D(p_{i}^{t}) = \sum_{j \in \sigma(i)} f_{i,j}^{t+\Delta t} \quad (5)$


Figure 3: Spring placement, axis aligned (structural) springs left and diagonal springs right.
The springs are spanned to the axis aligned neighbors to preserve the grid structure and to the diagonally opposite elements (see fig. 3) which introduces shear resistance and volume preservation behavior.

**Node processing.** A generic relaxation algorithm iterates over all elements and solves the local constraints. In the special case of a 3D grid deformation problem we can take advantage of the fact that during one iteration an element can only influence its direct neighbors.

The relaxation process performs on a list of elements which are affected by the deformation. The list is initialized with all elements the previous ChainMail step has touched. During relaxation elements can be deleted from the list if a certain convergence criterion is fulfilled. In our implementation we use the length of the movement that has to be below some threshold: $|p_t - p_{t-\Delta t}| < \epsilon$. If convergence for the given element is not reached, all direct neighbors are added to the list. To avoid adding nodes more than once, a special flag in the element data structure shows if the node is in the list or not. A single linked list is used because this implementation has the smallest overhead for inserting and deleting items.

The advantage of processing the nodes in a wave propagation order during relaxation is discussed in (Brown et al., 2002). Our implementation, uses this advantage without any overhead: the relaxation algorithm is initialized with elements collected from the ChainMail routine. Since ChainMail also works in a wave propagation order no additional sorting has to be done.

5.3 Material Definition

The material specifications with ChainMail and relaxer properties are managed in a global list. The assignment is done through a lookup table which takes the voxel value as key. Using a lookup table has the advantage that material properties can be easily modified while the system is running.

Applying material specifications via voxel values has similarities to transfer functions for volume rendering. In this case ranges of key values share one material. Interpolation of the parameters is not yet implemented but considered as future work.

The properties of each material have to be defined for the ChainMail solver and for the relaxation solver. Both deformation settings should produce as similar results as possible since the relaxer converges faster if ChainMail provides a good start configuration. A simple mapping from ChainMail constraints to spring properties can be designed by directly relating the size of a valid region with the stiffness of related springs.

![Figure 4: Volume deformation with inhomogeneous material. The inner sphere remains undeformed because of the very soft (invisible) padding to the outer sphere.](image)

6 VISUALIZATION

As a result of deformation the volume data is organized in an unstructured grid. Different methods for rendering scattered data have been developed which can be categorized in direct and indirect methods. Direct rendering of a deformed volume dataset can be done using the projected tetrahedra algorithm (Shirley and Tuchmany, 1991; Weiler et al., 2003), the point-based approach called splatting (Westover, 1990; Neophytou and Mueller, 2005) or a texture-based approach presented in (Rezk-Salama et al., 2001; Westermann and Rezk-Salama, 2001).

In contrast, indirect methods require a resampling step to transform the unstructured data into a rectilinear volume representation which can be rendered using any direct volume rendering technique.

In this work we have chosen the indirect method because GPU-accelerated direct volume rendering is outclassing other volume rendering methods in quality and performance.

6.1 Resampling

Weiler et al. presented in (Weiler and Ertl, 2001) an efficient object-order resampling approach. This method is based on simple rasterization of a volume that is defined by tetrahedra. The subdivision of the deformed grid in tetrahedra would result in five times more (and smaller) tetrahedrons than voxels. This induces that iterating the destination voxels (in image order) is more efficient than iterating over tetrahedra.

Therefore we developed a new image-order resampling algorithm. This makes it necessary to solve the point location problem emphasized in (Weiler and Ertl, 2001), i.e. to find the influencing elements in the deformed dataset corresponding to a discrete position in destination the domain.

For each voxel in the destination volume two steps have to be performed. First, find the (deformed) element that is placed next to the resampling position.
(the nearest neighbor). Second, compute an interpolation for the resampling position.

**Nearest Neighbor Search.** The first step is solved by an incremental search algorithm which traverses the deformed grid toward the resampling position. The algorithm starts with an initial element and tries to find in each iteration step an element in the local neighborhood that is placed nearer to the goal. For this algorithm it is important that the grid remains in a status where this *steepest descent*-like optimization method does not get stuck in a local minimum.

Local minima arise if the grid structure is internally overlapping as a result of deformation. Theoretically, both deformation methods keep local neighborhood relationships and prevent the grid from overlapping. Especially the ChainMail algorithm defines very strict constraints which limit the relative position of the neighbor elements. Practically, ChainMail is optimized for speed and not for accuracy and overlapping might occur in some cases. Hence the deformation system can easily produce grid configurations where the *naive* implementation fails to find better elements in the neighborhood. To escape from this "local minima" we introduce two heuristics:

- Start the search algorithm with an *estimated jump*, i.e. performing a number of traversing steps over the most promising neighbor links if the current node can not be the nearest neighbor because of its distance to the goal.
- If no better element can be found, check if it is possible for the element to be the nearest neighbor. If not, perform an estimated jump.

At the beginning of the resampling step an initial start point for the search is needed. We are using simply the element which would be the nearest neighbor in the undeformed grid. The resampling algorithm is performed line wise, hence local coherence can be exploited by using the last nearest neighbor as start point for the next search.

The presented search algorithm finds the nearest neighbor in more than 99% of all cases. Rarely, small resampling artifacts can be observed because of a failed search but in exchange the search algorithm performs with a almost constant complexity if local coherence is exploited.

**Interpolation.** Once the nearest neighbor is found the value for the resampled voxel is computed. In addition to a method that directly uses the nearest neighbor value (nearest neighbor resampling) two interpolation methods have been implemented. Figure 5 shows rendering results after deformation and resampling. In the second row the visible material is expanded which means the space between the nodes is bigger as usual. In the third row we see a compressed volume where the nodes stick more together.

**Optimization.** To save computation time only deformed parts of the volume are resampled: While deforming the smallest bounding box enclosing all moved voxels is tracked, and transferred to the GPU for visualization.

**6.2 Rendering**

The actual rendering is done through GPU accelerated direct volume ray casting (refer to (Scharsach et al., 2006) for further details). The graphics card memory is initialized with the original volume data. Both steps of the deformation (ChainMail and relaxation) send their results to the GPU and successively replace the original volume by the resampled parts of the deformed volume for visualization. The update is done after each iteration step. In this way only small parts of the volume have to be replaced and the exchange of the volume has no influence on the rendering speed which stays interactive during the whole deformation process.

**7 USER INTERACTION**

For user interaction a simple mouse pick and drag interface was implemented. Picking is done through first hit raycasting. The mouse click position in window space is transformed into a 3D ray. This ray is traced through the volume. If a voxel value is found...
Table 1: Timing tests.

<table>
<thead>
<tr>
<th>data set</th>
<th>dimension</th>
<th>size</th>
<th>rendering only</th>
<th>rendering + ChainMail</th>
<th>rendering + relaxation</th>
</tr>
</thead>
<tbody>
<tr>
<td>hydrogen</td>
<td>64x64x64</td>
<td>0.5 MB</td>
<td>31.1 fps</td>
<td>30 fps</td>
<td>15.50 fps</td>
</tr>
<tr>
<td>endoscopy</td>
<td>512x512x128</td>
<td>64 MB</td>
<td>11.3 fps</td>
<td>9.5 fps</td>
<td>7.3 fps</td>
</tr>
<tr>
<td>head</td>
<td>512x512x333</td>
<td>166.5 MB</td>
<td>15.3 fps</td>
<td>9.1 fps</td>
<td>6.90 fps</td>
</tr>
<tr>
<td>beetle</td>
<td>832x832x494</td>
<td>652.1 MB</td>
<td>4.23 fps</td>
<td>3.65 fps</td>
<td>3.45 fps</td>
</tr>
</tbody>
</table>

8 RESULTS

For timing tests an intel dual core machine with 2.4 GHz, 2 GB of RAM and a Nvidia Quadro FX 3400 graphics adapter with 256 MB RAM was used. Table 1 shows the overall performance of the system stated in framerates. The listed results prove that the deformation system remains interactive even if very large datasets are used. The results have been produced in normal use case situations with up to 1 million voxel per deformation such as the examples shown in figure 6.

The execution speed has been measured for the sub-modules of the deformation system as well. The ChainMail algorithm reaches an average performance of $2.34 \cdot 10^6 \text{elements second}$, the computation cost is growing linearly with the number of deformed elements.

The performance of the resampling algorithm depends on the used interpolation method. Nearest neighbor resampling reaches an average performance of $4.41 \cdot 10^6 \text{voxel second}$, barycentric coordinates interpolation $2.46 \cdot 10^6 \text{voxel second}$ and interpolation using RBF $1.48 \cdot 10^6 \text{voxel second}$.

The performance of the relaxation step is difficult to measure. The algorithm iterates $2.3 \cdot 10^7 \text{elements second}$ but each element has to be processed many times until convergence is reached. The number of needed iterations depends on the size of the deformation and on the material parameters. Tests have shown that a deformation with two million elements involved is relaxed within 3 seconds, while the system remains fully interactive.

9 SUMMARY AND DISCUSSION

We have presented a complete system for interactive deformation of inhomogeneous volume data combined with high quality rendering. Unlike other deformation systems we perform all computations directly at the voxel level without any simplification or preprocessing. Our system has proven to be able to handle datasets with more than 650 MB (340 million voxels) while more than 1 million voxels can be interactively deformed simultaneously.

Due to the high amounts of elements that have to be deformed, the Enhanced ChainMail plus relaxation approach for the deformation system turned out as the only possible solution. However, the choice was a trade off between accuracy and interactivity and is not able to reach the physical exactness of finite element or mass-spring systems. The integration of more exact deformation systems is considered as future work and will become more and more possible with increasing computational power, like the recently introduced PPUs (Physics Processing Units).

The resampling based visualization system has proven to be well suited for the given problem. The main advantage is the possibility to integrate the deformation system seamlessly into the high quality direct volume rendering framework. However, the im-
plementation of direct approaches able to render unstructured data directly are also considered as future work to overcome the resampling overhead.
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