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Abstract: The application of fuzzy control to large-scale complex systems is not a trivial task. For such systems the number of the fuzzy IF-THEN rules exponentially explodes. If we have m linguistic properties for each of n variables, we will have $m^n$ rules combinations of input values. Large-scale systems require special approaches for modelling and control. In our work the system’s hierarchical structure is studied in an attempt to reduce the size of the inference engine for large-scale systems. This method reduces the number of rules considerably. But, in order to do so, the adequate parameters should be estimated, which, in the traditional way, depends on the experience and knowledge of a skilled operator. In this work, we are proposing a method to automatically estimate the corresponding parameters for the hierarchical rule base reduction method to be applied to fuzzy control complex systems. In our approach, the parameters of the hierarchical structure are found through the use of genetic algorithms. The implementation process, the simulation experiments and some results are presented.

1 INTRODUCTION

Since the first fuzzy controller was presented by Mamdani in 1974, the different studies devoted to the theory of fuzzy control have shown that the area of development of fuzzy control algorithms has been the most active area of research in the field of fuzzy logic in the last years. From the decade of the 80’s, fuzzy logic has performed a vital function in the advance of practical and simple solutions for a great diversity of applications in engineering and science.

Some fuzzy control applications to industrial processes have produced results superior to its equivalent obtained by classical control systems. The domain of these applications has experienced a serious limitation when expanding it to more complex systems, because a complete theory to determine the performance of the systems when there is a change in its parameters or variables does not yet exist.

When some of these applications are designed for more complex systems, the number of fuzzy rules controlling the process is exponentially increased with the number of variables related to the system. For example, if there are n variables and m possible linguistic values for each variable, $m^n$ fuzzy rules would be needed to construct a complete fuzzy controller. As n grows, the rule base quickly overloads the memory of any computing device, causing difficulties in the implementation and application of the fuzzy controller.

A hierarchical structure is studied in an attempt to reduce the size of the inference engine for large-scale systems. This structure reduces considerably the number of rules. However, the adequate parameters should be estimated. In traditional techniques much reliance has to be put on the experience of the system designer in order to find a good set of parameters (Jamshidi M., 1997).

Genetic algorithms (GA) are an appropriate technique to find parameters in a large search space. They have shown efficient and reliable results in solving optimization problems. For these reasons, in this work we estimate the parameters needed for the rule base reduction method by means of GAs.

The paper is organized as follows. Section 2 summarizes the principles of rule base reduction methods. In Section 3, the hierarchical structure is
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described. Section 4 proposes the GA which allows us to automatically find the parameters for the hierarchical structure in order to improve the complex fuzzy control system performance. The results are presented in Section 5.

2 RULE BASE REDUCTION METHODS

The size of the rule base of complex fuzzy control systems grows exponentially with the number of input variables. Due to that fact, the reduction of the rule base is a very important issue for the design of this kind of controllers. Several rule base reduction methods have been developed to reduce the rule base size. For instance, fuzzy clustering is considered to be one of the important techniques for automatic generation of fuzzy rules from numerical examples (Bezdek, 1974). However, for control applications, often there is not enough data for a designer to extract a complete rule base for the controller.

Anwer (Anwer, 2005) proposed a technique for generation and minimization of the number of such rules in case of limited data sets availability. Initial rules for each data pairs are generated and conflicting rules are merged on the basis of their degree of soundness. This technique can be used as an alternative to develop a model when available data may not be sufficient to train the model.

A neuro-fuzzy system (Ajith, 2001; Kasabov, 1998; Chia-Feng, 1998; Jang, 1993; Kim, 1999) is a fuzzy system that uses a learning algorithm derived from, or inspired by, neural network theory to determine its parameters (fuzzy sets and fuzzy rules) by processing data samples. Modern neuro-fuzzy systems are usually represented as special multilayer feedforward neural networks (for example, models like ANFIS (Jang, 1993), HyFis (Kim, 1999), etc.). A disadvantage of these approaches is that the determination of the number of processing nodes, the number of layers, and the interconnections among these nodes and layers are still an art and lack systematic procedures.

Jamshidi (Jamshidi M., 1997) proposed to use sensory fusion to reduce a rule base size. Sensor fusion combines several inputs into one single input. The rule base size is reduced since the number of inputs is reduced. Also, Jamshidi proposed to use the combination of hierarchical and sensory fusion methods. The disadvantage of the design of hierarchical and sensory fused fuzzy controllers is that much reliance has to be put on the experience of the system designer to establish the needed parameters. To solve this problem, we automatically estimate the parameters for the hierarchical method using GAs.

3 HIERARCHICAL METHOD

When a fuzzy controller is designed for a complex system, often several measurable output and actuating input variables are involved. In addition, each variable is represented by a finite number \( m \) of linguistic labels. This indicates that the total number of rules is equal to \( m^n \), where \( n \) is the number of system variables. As an example, consider \( n = 4 \) and \( m = 5 \) than the total number of fuzzy rules will be \( k = m^4 = 5^4 = 625 \). If there were five variables, then we would have \( k = 3125 \). From the above simple example, it is clear that the application of fuzzy control to any system of significant size would result in a dimensionality explosion.

In the proposed hierarchical fuzzy control structure by Jamshidi (Jamshidi M., 1997), the first-level rules are those related to the most important variables and are gathered to form the first-level hierarchy. The second most important variables, along with the outputs of the first-level, are chosen as inputs to the second-level hierarchy, and so on. Figure 1 shows this hierarchical rule structure. The first and the \( i \)-th rule of the hierarchically categorized sets are given by

\[
\text{IF } y_1 = A_{i1} \text{ and } \ldots \text{ and } y_n = A_{in} \text{ THEN } u_1 = B_{i1}
\]

where \( i,j = 1, \ldots, n \); \( y_i \) are the system’s output variables, \( u_i \) are the system’s control variables, \( A_{ij} \) and \( B_i \) are linguistic labels; \( N_i = \sum_{j=1}^{n-1} n_j \leq n \) and \( n_j \) is the number of \( j \)-th level system variables used as inputs.

![Figure 1: Schematic representation of hierarchical fuzzy controller.](image-url)
The goal of this hierarchical structure is to minimize the number of fuzzy rules from exponential to linear function. Such rule base reduction implies that each system variable provides one parameter to the hierarchical scheme. Currently, the selection of such parameters is manually done and becomes a fastidious and time-consuming routine. In this work, we propose to find these parameters using genetic algorithms.

4 GENETIC ESTIMATION

Nature has an ability to adapt and learn without being told what to do. In other words, genetically nature finds good chromosomes blindly. GAs do the same. Two mechanisms link a GA to the problem it is solving: encoding and evaluation. The GA uses a measure of fitness of individual chromosomes to carry out reproduction. As reproduction takes place, the crossover operator exchanges parts of two single chromosomes, and the mutation operator changes the gene value in some randomly chosen location of the chromosome.

The procedure of estimating the hierarchical variables by GA is summarized as follows:
1. Determine the hierarchical structure and how many parameters we must find.
2. Construct an initial population randomly.
3. Decode each string in the population.
4. Evaluate the fitness value for each string.
5. Reproduce strings according to the fitness value calculated in Step 4.
6. Go to 3 until the maximum number of iterations is met.

To start with our algorithm we propose to encode all parameters in one chromosome. For every parameter we will dedicate 8 bits, so we can have the parameters in the range of $2^8$ possibilities. All the parameters are positive and have one decimal after the comma, then our range is in $[0; 25.6]$. The search space can be changed depending on the application. Using this simple encoding procedure we can easily change the number of bits.

Then we evaluate the results using the fitness function which is based on step response specifications such as overshoot, rise time and settling time. We define the fitness function so that it measures how close each individual in the population at time $t$ (i.e., each hierarchical parameter) is to meeting these specification.

Then, after knowing the design specification of the objective function, and once we can obtain the step response characteristics for each chromosome in the population, the fitness function is calculated in 2 steps:

1. We ask if the result coming from the GA is in the range of design specification of the objective function. If it is, we go to the step 2. If it is not, the fitness value of this chromosome is set to 0.
2. The fitness function is defined as
   $$ FF = (os_{coef} - os_{dis})^2 + (ts_{coef} - ts_{dis})^2 + (tr_{coef} - tr_{dis})^2 $$
   where $os$ is overshoot, $ts$ is settling time and $tr$ is rising time. The index $coef$ is the specification of the control problem for which we are looking the hierarchical parameters. The index $dis$ is the design specification parameter. In order to minimize the fitness function we divide $1/FF$.

When the evaluation is done, we continue with the reproduction stage. The new population is obtained by applying the crossover operator in one point with probability equal to 0.8 and the mutation operator with probability equal to 0.1.

5 SIMULATION RESULTS

We applied the proposed method in order to find the searching parameters. The proposed method was tested in the inverted pendulum control problem (Nguyen, 2003). This problem consists in the application of a such power to a cart for not allowing a pendulum stem to fall down and to carry the cart to an objective position. The scheme in Figure 2 shows the main components of the system.

![Inverted pendulum](image)

Figure 2: Inverted pendulum.

The basic variables are: angular position of the stem $\theta$, angular velocity of the stem $\Delta \theta$, horizontal position of the cart $x$, and the velocity of the cart $\Delta x$. The design specifications of the inverted pendulum system are: objective position of the cart is 30 cm, overshoot no more than 5%, and settling time no more than 5 sec.

The simulation of the inverted pendulum is performed in Simulink of Matlab starting from the nonlinear equations (Nguyen, 2003). The fuzzy controllers are implemented in the Matlab’s FIS Editor. The input fuzzy sets are represented by triangular membership functions ($N$, $Z$ and $P$) uniformly distributed in the universe of discourse $[-1, 1]$. The output fuzzy sets are singletons uniformly distributed in $[-1, 1]$. 
The fuzzy controller based on hierarchical structure is composed of three fuzzy controllers (see Figure 3). The total number of rules is of 9 for FC1 + 5 for FC2 + 9 for FC3 = 23 rules.

For applying the reduction with the hierarchical fuzzy controller method we obtained the following parameters: \(a = 19.2\), \(b = 6.4\), \(c = 1.1\), and \(d = 2.3\). With these parameters, the horizontal position of the cart is stabilized in 4.69 seconds with overshoot equal to 0 (see Figure 4), and the behaviour of the angle position of the stem of pendulum is shown in Figure 5.

![Figure 3: Fuzzy controller based on the hierarchical structure for inverted pendulum.](image)

![Figure 4: Horizontal position of the cart.](image)

![Figure 5: Angle position of the stem of pendulum.](image)

### 6 CONCLUSIONS

The hierarchical structure makes it possible to significantly reduce the dimensionality of the control problem. In our approach, the problem of manually search for the required parameters was solved with an optimization algorithm (genetic algorithm). The proposed algorithm was tested by simulation of the inverted pendulum control problems. The parameters of the hierarchical method for the design specifications of this problem were adequately found.

Due to the fact that the fitness function is based on the design specification of the system, we have the advantage to apply it to any combination of hierarchical variables. Another very important advantage is that when the user changes the design specifications, we can obtain the necessary hierarchical parameters very quickly by using the proposed GA. GA helped us not only to automatically estimate the hierarchical parameters, but also to improve the results obtained by the hierarchical method.
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