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Abstract: The availability of time-lapse image sequences accompanied with appropriate ground-truth flow fields is crucial for quantitative evaluation of any optical flow computation method. Moreover, since these methods are often part of automatic object-tracking or motion-detection solutions used mainly in robotics and computer vision, an artificially generated high-fidelity test data is obviously needed. In this paper, we present a framework that allows for automatic generation of such image sequences based on real-world model image together with an artificial flow field. The framework benefits of a two-layered approach in which user-selected foreground is locally moved and inserted into an artificially generated background. The background is visually similar to the input real image while the foreground is extracted from it and so its fidelity is guaranteed. The framework is capable of generating 2D and 3D image sequences of arbitrary length. A brief discussion as well as an example of application in optical microscopy imaging is presented.

1 INTRODUCTION

The growing importance of image processing methods is unquestionable in the field of automation and robotics. Especially, optical flow computation methods are often involved in solutions adopted in, for instance, autonomous systems and agents, vehicle control applications, surveillance or live-cell microscopy. The outcome of these methods is often not the final product. It is usually further analyzed by object-tracking or motion-detection methods (Cédras and Shah, 1995; Gerlich et al., 2003; Eils and Athale, 2003).

Important is also thorough testing of a particular method before its application. This is even more evident due to the continuous development of image acquisition devices, since the usability of given image processing method is changing with the nature of examined image data. Verification is, therefore, an obvious need.

For the purpose of fully automatic testing one has to have a large data set together with correct results prepared. Or, the dataset should be generated online reasonably fast. A dataset consisting of real images is obviously the ideal choice. Unfortunately, the real images do not explicitly provide the ground-truth information about the motion expressed in the data.

There exist methods that extract such motion information, for example other, than currently tested, optical flow methods (Horn and Schunck, 1981; Barron et al., 1994) or image registration techniques (Zitová and Flusser, 2003). Unfortunately, these practically always incur some sort of error or imprecision in the flow field. The same holds for manually processed data (Webb et al., 2003), not mentioning the tedious extraction of ground-truth motion information.

We decided to automatically generate vast amount of artificial test images with the stress on their near-perfect visual similarity to the real data of the application in mind. The aim was to confidently test the reliability of the given optical flow computation method using this data. Moreover, we wanted to generate image sequences together with associated flow fields reasonably fast (i.e. faster than the execution of an optical flow computation method) to be able to simulate the behaviour of real-time decision system incorporating optical flow computation. Tracking of a live cell in microscopy can be taken as an exam-
ple of such a decision-making system. Due to technology limits the cell can be acquired with only restricted (small) surroundings and needs on-line 2D or 3D tracking (moving the stage with the cell based on its motion).

The next section gives a motivation to the adopted solution by means of brief overview of possible approaches. The third section describes the proposed framework which automatically generates 2D and 3D image sequences of arbitrary length. It is followed by the section in which behaviour and sample image data for the case of optical microscopy is presented. A 3D image is considered as a stack of 2D images in this paper.

2 MOTIVATION

Basically, there are just two possible approaches to obtain image sequences with ground-truth flow fields. One may inspect the real data and manually determine the flow field. Despite the bias (Webb et al., 2003) and possible errors, this usually leads to a tedious work, especially, when inspecting 3D image sequences from a microscope. The other way is to generate sequences of artificial images from scratch by exploiting some prior knowledge of a generated scene. This is usually accomplished by taking 2D snapshots of a changing 3D scene (Galvin et al., 1998; Barron et al., 1994; Beauchemin and Barron, 1995). The prior knowledge is encoded in models which control everything from the shape of objects, movements, generation of textures, noise simulation, etc. (Lehmussola et al., 2005; Young, 1996). This may involve a determination of many parameters as well as proper understanding of the modeled system. Once the two consecutive images are created, the information about movement between these two can be extracted from the underlying model and represented in a flow field.

We have adopted the approach in which we rather modify an existing real sample image in order to generate an image sequence. This enabled us to avoid most of the modeling process as we shall see later. Moreover, we could easily create a flow field we were interested in. Consecutive images from the sample image could be then transformed by using either backward or forward transformations (Lin and Barron, 1994). Both transformations are possible. Nevertheless, we observed that forward transformation was substantially slower. Hence, we described the framework based only on backward transformation in this paper.

The backward transformation moves the content of an image with respect to the input flow field. The flow field assigns a vector to each voxel in the image. When generating a sequence, the voxel value is expected to move along its vector into the following image. The backward transformation works in the opposite direction: the preceding image is always created. Basically, the voxel at vector’s origin is fetched into an output image from vector’s end in the input image. An interpolation in voxel values often occurs due to real numbers in vectors.

A few drawbacks of the backward transformation must be taken into account when used. Owing to the interpolation the transformed image is blurred. The severity depends on the input flow field as well as interpolation method used. Moreover, the blur becomes more apparent after a few iterative transformations of the same image. Thus, the number of transformations should be as low as possible. Another issue appears when the flow field is not continuous. In this case, two (or even more) vectors may end up in the same position which copies the same voxel into distinct places in the output image. Unfortunately, non-continuous flow field is the case when local movements are to be simulated. Both drawbacks are demonstrated in the example in Fig. 1.

Figure 1: Backward transformation. A) An input image. B) Visualization of the input flow field with two homogeneous regions. C) A transformed image. Notice the blurred corona as well as the partial copy of the moved object. Images were enhanced to be seen better.

3 THE FRAMEWORK

In this section we described the framework based on two-layered component-by-component backward transformation. The input to the framework was a real-world sample image, a background mask, a foreground mask and a movements mask. The background mask denoted what, as a whole, should be moved in the sample image. The foreground mask denoted independent regions (components) in the sample image that were subjects to local movements. The movements of components had to remain inside the movements mask. The output of the framework was a sequence of artificially generated images together with appropriate flow fields. The schema of the framework is displayed in Fig. 2. The foreground and background masks were results of advanced segmentation method (Hubený and Matula, 2006) which was
A simulation of some global movement of the entire sample image was achieved in the unit \textit{global motion}. In this unit, the flow field for the \(i\)th frame was formed for the first time. The foreground and background masks as well as movements mask were transformed according to this flow field. There was a zero flow field created when processing the last image of the sequence, i.e. the first image created by the framework.

The generation of background started from preparation of the sample image. The sample image had to be positioned to fit the background mask. We made use of a special flow field for that purpose. This flow field was concatenated to the flow created in the previous unit and the result was kept until the next sequence image is considered. Copy of sample image was transformed according to this special flow field. Note that the backward transformation may be used for concatenation of flow fields if we store flow vector’s elements in separate images. The concatenated flow is transformed and added to the flow.

A new similar background was created in two steps. The foreground components were removed from the transformed copy of sample image and the holes were filled in as described in Fig. 3. The result was filtered in order to estimate local averages. We used the \(9 \times 9\) filter of ones which still reflected local intensity values sensitively, yet the filtered image was smooth. In the second step, the background mask was filled in with randomly chosen values from the pool created in the \textit{random pool} unit. Finally, corresponding local average subtracted to the value of the mean \(\mu\) was added to each voxel within the background mask. This ensured the high fidelity of the generated texture.

The foreground mask was first decomposed into independent components in the \textit{local motions} unit. Each one is treated separately. A translating motion vector was randomly chosen from all such vectors that keep the component within the movement mask. We...
also made use of user supplied parameter for maximum allowed length of motion vector which enabled us to control the magnitude of independent local motions. A temporary flow field was created and uniformly filled with this vector. The mask of this component only and a copy of the ith flow field were transformed according to this uniform flow. This moved the component mask and prepared the concatenation of the corresponding region of the flow field. The concatenation was finished by pasting this region followed by addition of chosen flow vector to each vector inside the region into the ith flow. Note that more complex foreground movement may be used by substituting any smooth flow field for the uniform one as well as corresponding vectors should be added instead of constantly adding the chosen one. After all, new foreground mask was created by merging all single locally moved masks.

In the foreground preparation unit, similarly to the background preparation, another special flow field was used. It was again concatenated to the current ith flow and the result was stored for the next framework’s iteration. Another copy of sample image was transformed according to this another special flow field to position the foreground texture.

In the ith frame unit, the foreground regions were extracted from the transformed copy of sample images. The extraction was driven by the new foreground mask which was dilated (extended) only for that purpose beforehand. Finally, the ith image was finished by weighted insertion (for details refer to (Ulman, 2005)) of the extracted foreground into the artificially generated background. The weights were computed by thresholding the distance transformed (we used (Saito and Toriwaki, 1994)) foreground mask. An illustration of the whole process is shown in Fig. 4.

4 RESULTS

We implemented and tested the presented framework in C++ and in two versions. The first version created only image pairs while the second version created arbitrarily long image sequences. It was implemented with both backward and forward transformations. We observed that for 2D images the forward variant was up to two orders of magnitude slower than the backward variant. Therefore, the second version was implemented based only on backward transformation. The program required less then 5 minutes on Pentium4 2.6GHz for computation of a sequence of 50 images with 10 independent foreground regions.

The generator was tested on several different 2D real-world images and one real-world 3D image. All generated images were inspected. The framework generates every last image in the sequence as a replacement for the sample image. Thus, we computed correlation coefficient (Corr.), average absolute difference (Avg. diff.) and root mean squared (RMS) differences. The results are summarized in Table 1. The generator achieved minimal value of 0.98 for correlation. This quantitatively supports our observations that generated images are very close to their originals. The suggested framework also guarantees exactly one transformation of the sample image, hence the quality of the foreground texture is best possible thorough the sequence. Refer to Fig. 5 for example of 3 images of a 50 images long sequence. A decent improvement was also observed when an artificial background of 3D image was formed in a slice-by-slice manner, see rows C and D in Table 1. In the case of row D, a separate random pools and mean values were used for each slice of the 3D image.

Inappropriately created foreground mask may emphasize the borders of extracted foreground when inserted into artificial background. The weighted foreground insertion was observed to give visually better results. Table 1 quantitatively supports our claim: merging the foreground components according to twice dilated foreground mask was comparable to the plain overlaying of foreground components according to non-modified masks.

The use of user-supplied movements mask prevented the foreground components from moving into regions where there were not supposed to appear, e.g. outside the cell. The masks are simple to create, for example by extending the foreground mask into demanded directions. The generated sequences then became even more real. Anyway, randomness of components’ movements prohibited their movements consistency. Pre-programming the movements would enable the consistency. Clearly, the movement mask wouldn’t be necessary in this case.

5 CONCLUSION

We have described the framework for generating time-lapse pseudo-real images together with unbiased flow fields. The aim was to automatically generate a large dataset in order to automatically evaluate methods for optical flow computation. However, one may discard the generated flow fields and use just the image sequence.

The framework allows for the synthesis of 2D and 3D image sequences of arbitrary length. By suppling real-world sample image and carefully created masks for foreground and background, we could force im-
ages in the sequence to look more realistic. We made use of rotation and translation transformations for global motion (of the entire cell) and only translations for independent local movements of foreground components (selected intracellular structures). The transformations used can be arbitrary, owing to the formalism of the flow field, provided they are continuous because of limitation of both transformation methods. Seamless overlaying of the foreground was achieved by the weighted insertion of foreground which improved the robustness to any imprecision in the foreground segmentation. We also made use of local movements mask which gave us ultimate control over the independent foreground movements.

We believe that the framework is applicable to other fields as well. In some circumstances, image processing subroutines may differ as well as different foreground movements may be desired. The requirement is that images should be separable into just two layers and that the background should be reasonably easy to generate. For instance, in the vehicle control applications one may meet the requirement: observ-
Table 1: Similarity comparison from several aspects. The column “Ext.” shows the number of dilations performed on the input foreground mask beforehand. The upper indices denote whether the foreground regions were simply overlaid\(^1\) or merged\(^2\) into the background. A) and B) Comparisons over 2D images. C) Comparison over a 3D image. D) Comparison over the same 3D image, separate pools of voxel intensities were used for each slice during the formation of the artificial background.

<table>
<thead>
<tr>
<th>Ext.</th>
<th>Corr.(^1)</th>
<th>Avg. diff.(^1)</th>
<th>RMS(^1)</th>
<th>Corr.(^2)</th>
<th>Avg. diff.(^2)</th>
<th>RMS(^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>0.989</td>
<td>3.87</td>
<td>5.13</td>
<td>0.989</td>
<td>3.87</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.989</td>
<td>3.80</td>
<td>5.03</td>
<td>0.989</td>
<td>3.85</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.989</td>
<td>3.73</td>
<td>4.94</td>
<td>0.989</td>
<td>3.82</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.989</td>
<td>3.68</td>
<td>4.90</td>
<td>0.989</td>
<td>3.83</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0.992</td>
<td>2.76</td>
<td>3.83</td>
<td>0.992</td>
<td>2.77</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.992</td>
<td>2.62</td>
<td>3.69</td>
<td>0.992</td>
<td>2.74</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.993</td>
<td>2.41</td>
<td>3.46</td>
<td>0.992</td>
<td>2.62</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.993</td>
<td>2.33</td>
<td>3.40</td>
<td>0.992</td>
<td>2.64</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0.980</td>
<td>3.67</td>
<td>4.79</td>
<td>0.980</td>
<td>3.67</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.980</td>
<td>3.73</td>
<td>4.89</td>
<td>0.980</td>
<td>3.81</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.981</td>
<td>3.53</td>
<td>4.69</td>
<td>0.981</td>
<td>3.70</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.981</td>
<td>3.42</td>
<td>4.59</td>
<td>0.981</td>
<td>3.66</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0.982</td>
<td>3.15</td>
<td>4.16</td>
<td>0.982</td>
<td>3.16</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.983</td>
<td>3.07</td>
<td>4.08</td>
<td>0.982</td>
<td>3.13</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0.983</td>
<td>3.00</td>
<td>4.03</td>
<td>0.983</td>
<td>3.11</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0.984</td>
<td>2.92</td>
<td>3.96</td>
<td>0.983</td>
<td>3.10</td>
</tr>
</tbody>
</table>

ing an image of a car on the road can be split into the car foreground and rather uniform road background.
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