CONTENT-BASED TEXTURE IMAGE RETRIEVAL USING THE LEMPEL-ZIV-WELCH ALGORITHM
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Abstract: This paper presents a method for content-based texture image retrieval using the Lempel-Ziv-Welch (LZW) compression algorithm. Each texture image in the database is processed by a global histogram equalization filter, and then an LZW dictionary is constructed for the filtered texture and stored in the database. The LZW dictionaries thus constructed comprise a statistical model to the texture. In the query stage, each texture sample to be searched is processed by the histogram equalization filter and successively encoded by the LZW algorithm in static mode, using the stored dictionaries. The system retrieves a ranked list of images, sorted according to the coding rate achieved with each stored dictionary. Empirical results with textures from the Brodatz album show that the method achieves retrieval accuracy close to 100%.

1 INTRODUCTION

Keyword annotation is the most traditional image retrieval paradigm. In this approach, the images are first annotated manually by keywords. They can then be retrieved by their corresponding annotations. However, there are three main difficulties with this approach, i.e., the large amount of manual effort required in developing the annotations, the differences in interpretation of image contents, and the inconsistency of the keyword assignments among different indexers (Faloutsos et al., 1993; Flickner et al., 1995). As the size of image repositories increases, the keyword annotation approach becomes infeasible. To overcome the difficulties of the keyword-based approach, an alternative mechanism, content-based image retrieval (CBIR) was proposed in the early 1990’s. CBIR consists in using visual features, which are image primitives, such as color, texture, and shape features, as the image index. This approach has the advantage of automatic feature extraction.

The explosive growth of digital image technologies in the last years brings the necessity to investigate and develop new search tools to efficiently locate pictorial information. Conventional search tools generally allow exclusively textual queries. Most Internet search tools specifically designed for images looks for textual relevant information about image content by analyzing the filename of the graphic files, ‘META’ tags and ALT attributes of the ‘IMG’ tags in the HTML code of the pages, terms near the images in the pages, nature and orientation of sites and providers, etc. Conventional image databases generally stores textual information along with the images, thus allowing textual queries. However, it is known that textual queries, notably in the scope of multimedia databases, tend to present a great number of irrelevant results while failing to present many relevant results. Many efforts have been made to develop CBIR tools, by extracting and analyzing pictorial features such as shapes, colors and textures (Zibereira, 2000).

CBIR has attracted great research attention, ranging from government (Jain, 1993; Jain et al., 1995) and industry (Bach et al., 1996; Dowe, 1993; Flickner et al., 1995), to universities (Huang et al., 1996; Ma and Manjunath, 1999; Mandal et al., 1997; Pentland et al., 1996; Smith and Chang, 1997). Even ISO/IEC has defined MPEG-7 (ISO/IEC et al., 1997a; ISO/IEC et al., 1997b; ISO/IEC et al., 1997c) to encompass a standard multimedia content description interface. Many CBIR systems, both commercial (Bach et al., 1996; Dowe, 1993; Faloutsos et al., 1993; Flickner et al., 1995) and academic have been developed recently.
In Flickner’s and Addi’s works (Flickner et al., 1995; Addis et al., 2002), tools which approach some of the relevant aspects of CBIR are presented. These tools were applied to construct a museum and gallery web applications respectively which allow search for artworks by selecting predominant colours from a palette or by sketching shapes on a canvas.

Texture is a fundamental attribute used by the human visual system and computer vision systems for segmentation, classification and interpretation of scenes (Porat and Zeevi, 1989). There has been a great interest in the development of texture-based pattern recognition methods in different areas, such as remote sensing (Dell’Acqua and Gamba, 2003; Augusteijn et al., 1995), image-based medical diagnosis (Southard and Southard, 1996), industrial automation (Kumar and Pang, 2002) and biometric recognition (Jain et al., 2004; He et al., 2004).

Although intuitively recognized by the human visual system, texture is not easy to characterize formally. The problem resides in the intrinsic difficulty to define what is most relevant to characterize texture, as the answer depends on subjective perceptual considerations and on particular applications. Therefore, texture feature extraction and modeling tends to be a difficult and application-driven task. A popular yet rather vague definition states that textures are spatial patterns formed by more or less accurate repetitions of some basic subpatterns (Bakerathan et al., 1999).

Modern lossless data compression algorithms have been applied to pattern recognition problems, due to their ability to construct accurate statistical models, in some cases with low computational requirements (Bell et al., 1990). A solid theoretical foundation for using LZ78 (Ziv and Lempel, 1978) and other dictionary-based compression algorithms (Bell et al., 1990) for pattern classification is well established (Ziv, 1988; Ziv and Merhav, 1993).

A potential problem associated with lossless dictionary-based compression algorithms for image retrieval is the fact that these methods search exact matches in the dictionary for strings in the message to be compressed. A precise dictionary constructed for a given texture class may present a poor performance when compressing a new sample from the same class, if this new sample presents gray-level deviations caused by digitization noise or illumination changes.

Degraded performance, even when gray-level deviations are subtle, indicates that the constructed model may not be able to adequately describe the new texture sample, and consequently classification accuracy may also degrade.

Two possible solutions to this problem are:

1. Adoption of a lossy dictionary-based compressor (Finamore and Leister, 1996), less sensitive to small, spurious gray-level deviations;

2. Reduction of these deviations by means of image processing techniques, prior to the use of a lossless dictionary-based compression algorithm.

Histogram equalization is a well-known non-linear operation that generates an approximately uniform distribution of gray-levels over the available range (Bovik, 2000). Histogram equalization tends to map to the same value multiple gray levels that have similar values, thus reducing the small gray level deviations that tends to cause mismatches in the searching stage of lossless dictionary-based compressors. The operation also decreases the probability that an image retrieval system discriminates texture classes by average gray level or variance, instead of by its textural properties (Randen and Husy, 1999). This allows a more precise evaluation of the capabilities of the method to discriminate texture attributes.

Image retrieval based on universal data compression models have several potential advantages over classical methods: since there is no feature selection, no information is discarded - the models describe the classes as a whole (Frank et al., 2000); no assumptions about the probability distributions of the classes are required; the adaptive model construction capability of compression algorithms offers a uniform way to work with different types of sources (Ojala et al., 2002); the similarity rule is very simple (Teahan and Harper, 2001).

This paper proposes a new content-based image retrieval method for texture images using histogram equalization and the Lempel-Ziv-Welch (LZW) lossless compression algorithm (Welch, 1984). The rest of this paper is organized as follows. Section 2 presents some fundamental concepts; section 3 presents the LZW algorithm; section 4 describes the proposed method; section 5 presents the empirical evaluation of the proposed search tool; and section 6 presents a discussion of the results and the concluding remarks.

2 ENTROPY AND MARKOV MODELS

Let $S$ be a stationary discrete information source that generates messages over a finite alphabet $A = \{a_1, a_2, \ldots, a_M\}$. The source chooses successive symbols from $A$ according to some probability distribution that, in general, depends on preceding symbols. A generic message is modeled as a stationary stochastic process $x = x_0x_1x_2 \ldots$ with $x_i \in A$. Let $x^n = x_1x_2 \ldots x_n$ represent a message of length $n$. Since $|A| = M$, the source can generate $M^n$ different messages of length $n$. Let $x^n_i, i = 1, 2, \ldots, M^n$ denote the $i$th of these messages, according to some sorting order, and assume that the
source follows a probability distribution $P$, so that message $x_i^n$ is produced with probability $P(x_i^n)$.

Let

$$ G_n(P) = -\frac{1}{n} \sum_{i=1}^{M^n} P(x_i^n) \log_2 P(x_i^n) \quad (1) $$

$G_n(P)$ decreases monotonically with $n$ (Shannon, 1948) and the entropy of the source is:

$$ H(P) = \lim_{n \to \infty} G_n(P) \text{ bits/symbol.} \quad (2) $$

An alternative formulation for $H(P)$ uses conditional probabilities. Let $P(x_i^{n-1}, a_j)$ be the probability of sequence $x_i^n = x_i^{n-1}a_j (x_i^{n-1}$ concatenated with $x_n = a_j)$ and let $P(a_j|x_i^{n-1}) = P(x_i^{n-1}, a_j)P(x_i^{n-1})$ be the probability of $x_n = a_j$ conditioned on $x_i^{n-1}$. The entropy of the $n$th order approximation to $H(P)$ (Shannon, 1948) is:

$$ F_n(P) = -\sum_{i=1}^{M^n} \sum_{j=1}^{M} P(x_i^{n-1}, a_j) \log_2 P(a_j|x_i^{n-1}) \text{ bits/symbol.} \quad (3) $$

$F_n(P)$ decreases monotonically with $n$ (Shannon, 1948) and the entropy of the source is:

$$ H(P) = \lim_{n \to \infty} F_n(P) \text{ bits/symbol.} \quad (4) $$

Eq. 4 involves the estimation of probabilities conditioned on an infinite sequence of previous symbols. When finite memory is assumed the sources can be modeled by a Markov process of order $n - 1$, so that $P(a_j|\ldots x_{n-2} x_{n-1}) = P(a_j|x_1 \ldots x_{n-1})$. In this case, $H(P) = F_n(P)$.

Define the coding rate of a coding scheme as the average number of bits per symbol the scheme uses to encode the source output. A lossless compressor is a uniquely decodable coding scheme whose goal is to achieve a coding rate as small as possible. The coding rate of any uniquely decodable coding scheme is always greater than or equal to the source entropy (Shannon, 1948). Optimum coding schemes have a coding rate equal to the theoretical lower bound $H(P)$, thus achieving maximum compression.

For Markov processes of order $n - 1$, optimum encoding is reached if and only if symbol $x_n = a_j$ occurring after $x_i^{n-1}$ is coded with $-\log_2 P(a_j|x_i^{n-1})$ bits (Bell et al., 1990; Shannon, 1948). However, it may be impossible to accurately estimate the conditional distribution $P(|x_i^{n-1})$ for large values of $n$, due to the exponential growth of the number of different contexts, which brings well-known problems, such as context dilution (Bell et al., 1990).

3 THE LZW ALGORITHM

Even though the source model $P$ is generally unknown, it is possible to construct a coding scheme based upon some (possibly implicit) probabilistic model $Q$ that approximates $P$. The better $Q$ approximates $P$, the smaller the coding rate achieved by the coding scheme.

In order to achieve low coding rates, modern lossless compressors rely on the construction of sophisticated models that closely follows the true source model. Statistical compressors encode messages according to an estimated statistical model for the source. Dictionary-based compressors replace strings of symbols from the message to be encoded with indexes into a dictionary of strings, which is generally adaptively constructed during the encoding process. When greedy parsing is used, at each step the encoder searches the current dictionary for the longest string that matches the next sequence of symbols in the message, and replaces this sequence with the index of the longest matching string in the dictionary.

Dictionary-based compressors with greedy parsing, such as LZW, are highly popular because they combine computational efficiency with low coding rates. It has been proved that each dictionary-based compressor with greedy parsing has an equivalent statistical coder that achieves the same compression (Bell et al., 1990). In dictionary-based coding, the dictionary embeds an implicit statistical model for the source.

The initial LZW dictionary contains all possible strings of length one. The LZW algorithm finds the longest string, starting from the first symbol of the message, which is already present in the dictionary. This string is coded with the index for the matching string in the dictionary, and the string is extended with the next symbol in the message, $x_i$. The extended string is added to the dictionary and the process repeats, starting from $x_i$ (Bell et al., 1990).

LZW achieves optimum asymptotic performance for Markov sources, in the sense that its coding rate tends to the entropy of the source as the length of the message to be coded tends to infinity (Savari, 1997). It means that LZW algorithm learns a progressively better model for the source during encoding, and a perfect model for the source is learned when an infinite message has been coded. In practice, since the messages to be compressed are finite, LZW only learns an approximate model for the source.

4 THE PROPOSED METHOD

The accurate models built by modern lossless compressors can be used to characterize texture. Any effi-
efficient model-based lossless compressor could be used, but LZW algorithm was chosen due to its good compromise between coding efficiency and computational requirements (Bell et al., 1990).

4.1 Model Learning and Storage

Consider a database containing \( N \) texture samples \( t_i, i = 1, 2, \ldots, N \). The samples are \( n \times n \) images extracted from histogram-equalized images. In the model learning stage, the LZW algorithm compresses sample \( t_i \) following the horizontal scanning order shown in Figure 1.a, and the resulting dictionary \( H_i \) is stored in the database as a model for the horizontal structure of \( t_i, i = 1, 2, \ldots, N \). The LZW algorithm then compresses \( t_i \) following the vertical scanning order shown in Figure 1.b, and the resulting dictionary \( V_i \) is stored in the database as a model for the vertical structure of \( t_i, i = 1, 2, \ldots, N \).

Figure 1: Scanning orders. (a) Horizontal; and (b) Vertical.

4.2 The Retrieval Stage

In the retrieval stage, LZW operates in static mode. In this mode, one of the dictionaries generated in the model learning stage is used to encode a query sample, and no new strings are added to the dictionary during the encoding process.

A \( n \times n \) query sample \( x \) is coded by the LZW algorithm with static dictionary \( H_i \), following the horizontal scanning order shown in Figure 1.a, and the corresponding coding rate \( h_i \) is registered, \( i = 1, 2, \ldots, N \). Then the LZW algorithm with static dictionary \( V_i \) encodes \( x \), following the vertical scanning order shown in Figure 1.b, and the corresponding coding rate \( v_i \) is registered, \( i = 1, 2, \ldots, N \). As in the previous stage, all samples are extracted from histogram-equalized images.

Let

\[
R_i = \frac{h_i + v_i}{2} \quad (5)
\]

Query sample \( x \) is considered more similar to texture \( t_i \) than to texture \( t_j \) in the database if \( R_i < R_j \), \( i, j = 1, 2, \ldots, N \). The rationale is that if \( x \) is more similar to \( t_i \) than to any other texture in the database (according to the texture models), the dictionaries \( H_i \) and \( V_i \) embeds the model that best describes its horizontal and vertical structure, thus yielding the smallest coding rates.

5 EXPERIMENTAL RESULTS

The complete Brodatz album (Brodatz, 1966), obtained from a public archive, was used to evaluate the performance of the proposed method. All 112 textures have 640 x 640 pixels, with 8 bits/pixel. In the experiments, each Brodatz texture is taken as a single class. This corpus is the same used by (Xu et al., 2000), thus allowing direct comparison with another CBIR system from the literature. Some examples of the Brodatz textures are shown in Figure 2. Notice that some of Brodatz images are so irregular that they cannot be considered as texture images, according to most accepted definitions for texture. These highly irregular images have a negative effect on recognition rate (Xu et al., 2000).

In order to assess the effect of histogram equalization, tests were made with and without applying this operation before model learning and retrieval. In this section and in the next one, the proposed method with and without histogram equalization will be identified as CBIR-LZW-HE and CBIR-LZW, respectively. Each Brodatz texture was partitioned in 128 x 128 non-overlapping subimages, which were taken as texture samples. Nine of these samples were stored in the database along with the corresponding LZW dictionaries constructed as described in section 4.1, and the other ones were used as query samples for testing the accuracy of the method. Therefore, the database contains 112 texture classes, hereafter identified as \( C_i \), \( i = 0, 1, \ldots, 111 \), and each class \( C_i \) has nine samples, identified as \( s_{ij} \), \( i = 0, 1, \ldots, 111, j = 0, 1, \ldots, 8 \), for a total of 9 x 112 = 1008 texture samples. Given a query sample \( x \) from class \( C_i \), retrieval of any one of the nine samples \( s_{ij} \), \( j = 0, 1, \ldots, 8 \), from the same class is considered successful.

A number of accuracy measures are used in the literature. In order to directly compare the results of the proposed method with those of (Xu et al., 2000), the adopted accuracy measure was the average recognition rate. Consider that for each query the system returns the \( c \) most similar texture samples from the database, according to the LZW models. For a query sample from class \( C_i \), let \( h(c) \) be the number of samples from \( C_i \) in the \( c \) retrieved samples. Recognition rate, \( R(c) \), is then defined as the ratio between \( h(c) \) and the total number of samples from classes \( C_i \) stored in the database:

\[
R(c) = \frac{h(c)}{9} \quad (6)
\]

The average recognition rate, \( AR(c) \), is the average value of \( R(c) \) for all test queries. From the definition, it follows that \( AR(c) \) does not decrease as \( c \) increases and, since there are 1008 texture samples in the test database, \( AR(c) = 1 \) for \( c = 1008 \). More efficient retrieval mechanisms tends to achieve \( AR(c) = 1 \) for
smaller values of $c$ than less efficient mechanisms. In the ideal case for a database with 9 samples/class, $AR(9) = 1$.

Results are shown in Table 1. Figure 2 presents as an example a query which resulted in a low $AR(9)$, and Figure 3 presents the whole Brodatz texture from which this query samples was taken. Figure 4 compares the performance of the proposed method with M2, which achieved the best performance among the four variations of the method proposed by (Xu et al., 2000).

Table 1: $AR(c)$ achieved by the proposed method, with and without histogram equalization, for various $c$ (number of retrievals).

<table>
<thead>
<tr>
<th>Sample size ($n \times n$)</th>
<th>CCR(%)</th>
<th>CLZW-GHE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 x 4</td>
<td>80.6</td>
<td>99.9</td>
</tr>
<tr>
<td>8 x 8</td>
<td>97.9</td>
<td>100</td>
</tr>
<tr>
<td>16 x 16</td>
<td>99.7</td>
<td>100</td>
</tr>
<tr>
<td>32 x 32</td>
<td>100.0</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 2: A query resulting in $AR(9) = 0.3333$ with CBIR-LZW-HE. Sample 0 is the query sample, sample 1 is the first retrieved sample, sample 2 is the second retrieved sample, and so on.

Figure 3: Texture D38, from which the query sample in Figure 2 was taken.

Figure 4: $AR(c)$ achieved by the proposed method, with and without histogram equalization, and by the M2 method reported in literature.

6 DISCUSSION AND CONCLUSIONS

This paper proposed a new, simple and accurate content-based image retrieval method for texture images using histogram equalization and the LZW algorithm.

Table 1 shows that histogram equalization has a strong positive impact on performance. CBIR-LZW-HE achieved $AR(9) = 0.9939 (99.39\%)$, while CBIR-LZW achieved $AR(40) = 0.9459 (94.59\%)$.

As stated before, many Brodatz images are so irregular that they cannot be considered as texture images, according to accepted definitions for texture. Xu’s work (Xu et al., 2000) assessed the effects of this peculiarity of Brodatz album by dividing the textures in
two separate databases, one containing only visually homogeneous textures and the other one containing only visually inhomogeneous textures. By analyzing recognition rate over these two databases, they concluded that irregular images have a negative effect on recognition rate. On the other hand, CBIR-LZW-HE results, with $AR(c)$ near 100%, even for small values of $c$, indicate that the method was to some extent robust to these irregularities.

Figure 2 presents an example query with a particularly low $AR(9)(33, 33\%)$. As can be seen in Figure 3, Brodatz texture D38, from which the query sample was taken, presents a strong non-uniform illumination variation, to the point of saturation in the lower right corner, making recognition a difficult task.

Future directions of research include assessing the robustness of the method to gray-scale, rotation and spatial-scale changes and investigating the use of lossy dictionary-based compressors. In fact, preliminary tests in this direction are already being conducted. First results indicate that histogram equalization makes the method robust to uniform gray-scale variations. Some developments are also being investigated in order to make the method invariant to rotation and non-uniform illumination variations, with promising results. It should be noticed that although invariance is an important feature in CBIR tools, in many practical applications (e.g. in industrial quality control by computer vision) images are acquired under strictly controlled conditions, and practically do not present scale, rotation or illumination changes.

The robustness of CBIR-LZW-HE to irregularities in the test database suggests that investigating the applicability of the method to content based non-textured images is also a very promising direction of research.
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