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Isosurface extraction using “dual contouring” approaches have been developed to generate a surface that is
“dual” in terms of the underlying extraction procedure used when compared to the standard Marching Cubes
(MC) method. These approaches address some shortcomings of the MC methods including feature-detection
within a cell and better triangles. One approach for preserving “sharp features” within a cell is to determine
isosurface points inside each cell by minimizing a quadric error functions (QEF). However, this category of
methods is constrained in certain respects such as finding just one isosurface point per cell or requiring Hermite
data to calculate an isosurface. We present a simple method based on the MC method and the ray intersection
technique to compute isosurface points in the cell interior. One of the advantages of our method is that it does
not require Hermite data, i.e., the discrete scalar values at vertices suffice. We compute ray intersections to
determine isosurface points in the interior of each cell, and then perform a complete analysis of all possible
configurations to generate a look-up table for all configurations. Since complex features (e.g., tunnels) tend
to be undersampled with “dual” points sufficient to represent sharp features and disjoint surfaces within the
cell, we use the look-up table to optimize the ray intersection method to obtain minimum number of points
necessarily sufficient for defining topologically correct isosurfaces in all possible configurations. Isosurface

points are connected using a simple strategy.

1 INTRODUCTION

Given a scalar field discretized on a three-dimensional
grid, isosurfaces represent the geometry of a trivariate
function being equal to a constant scalar value. The
original Marching Cubes (MC) method used for iso-
surface extraction is a simple algorithm of marching
through all rectilinear hexahedral cells of a volumetric
grid and computing two-manifold isosurface for each
cell independently, in a piecewise fashion (Lorensen
and Cline, 1987). In each cell, the isosurface points
are computed as zero intersections on the edges which
are linearly interpolating the scalar values at its end-
points. With the help of a look-up table, a triangular
mesh approximation to the isosurface is obtained. The
overall 256 possible topological cases depending on
the configuration of the sign of vertices in a cell can
be condensed to 14 by considering rotational symme-
try and mirror cases, that is, cases obtained by inter-
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changing the positive and negative signs.!

However, while the look-up table of the original al-
gorithm represents single topological result for each
of the 14 cases, further research has proven more
than one topological configurations in some cases.
Chernyaev (Chernyaev, 1995) extended the case-table
of 14 “sign-configurations” to obtain 33 “topological
configurations” to deal with complex topologies like
tunnels. This configuration set was further reduced
to 31 distinct topological configurations in (Lopes
and Brodlie, 2003), which are analytically discussed
in (Nielson, 2003).

Recently, another class of algorithms, called “dual”
contouring algorithms, has been advancing. The mo-
tivation behind these methods has been to generate

Conventionally, the “sign” of a vertex is positive if the
value is greater than or equal to the isovalue; otherwise, is
negative.
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isosurfaces with better triangles as well as to “pre-
serve features” within each cell. MC method gen-
erally misses the details in the cell interior, due to
undersampling of isosurface points by linear inter-
polation along the edges. Though this shortcoming
has been corrected using repeated subdivision of the
cells in the MC method, dual approaches eliminate the
overhead of extra storage and processing of the sub-
divided cells. The “SurfaceNets” algorithm (Gibson,
1998), the “Extended MC” method (Kobbelt et al.,
2001), and dual contouring using Hermite data (Ju
et al., 2002) represent initial work done in this field.
However, these methods do not address the issue of
resolving and representing multiple disconnected iso-
surface components within one cell. GreR et al. (Grel3
and Klein, 2003) extended dual contouring (Ju et al.,
2002) to use more than one point within each cell, us-
ing vertex splits. Dual contouring has been further
extended to obtain thin walls in isosurfaces by using
the calculated isosurface points from the primal grid
to make a dual grid (Schaefer and Warren, 2004) and
then implement MC on the new grid. Nielson (Niel-
son, 2004) improved the MC-surface in a two-step
procedure of generating a “MC-Patch” surface and a
“MC-dual” surface, which is dual to the MC-patch
surface. MC-patch surface is the MC-surface after
eliminating edges of triangles within the cell.

Figure 1: Better triangles in isosurface obtained using dual
contouring (left) than MC method (right) for the fuel dataset
(from http://www.volvis.org). The dual contouring result
is obtained from the isosurface points computed using our
method.

We present a dual isosurfacing method based on ray
intersection to determine isosurface points (Co et al.,
2003) (Parker et al., 1998). Since we are using a dual
approach, our algorithm has the typical advantages of
being able to extract sharp features, generating nice
triagulations, and being extendable to isosurface gen-
eration from adaptively refined grids without gener-
ating discontinuities. Moreover, our algorithm gen-
erates topologically correct isosurfaces including tun-
nel cases and multiple isosurface components per cell,
computes exact points on the isosurface with respect
to trilinear interpolation, and does not require any nor-
mal information such as Hermite data.

For the computation of the ray-isosurface intersec-
tion, we determine the minimum number of rays nec-
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essary for finding sufficient number of points in each
cell to accomodate cases of single components, “mul-
tiple components” (i.e., disjoint pieces) of the isosur-
face as well as complex features like tunnels. We gen-
erate a look-up table based on all 31 topological con-
figurations of the cells (Lopes and Brodlie, 2003). In
Section 2, we provide a brief overview of trilinear
interpolation followed by the description of the ray-
intersection method. We formulate certain observed
properties of the cell diagonals used as rays in Sec-
tion 3, and enlist the rules used to optimize the ray-
intersections in Section 4.

For polygonization, we cluster isosurface points in
the neighborhood of each cell using connectivity in-
formation. Our simple strategy for connecting the
points also guarantees that multiple isosurface com-
ponents within each cell are rendered distinctly. We
explain the algorithm for computing isosurface points
and our simple polygonization strategy in Section 5.

2 BASIC MATHEMATICAL
FORMULATION

Let F(z,y,z) be the trivariate scalar field de-
fined over a structured rectilinear hexahedral
grid, and f(u,v,w) be its parametric rep-
resentation over the domain [Zmin,Tmaz] X
[yminvymaz] X [Zmin;zmam]n i-ew F(x,y,z) =

Tmax —Tmin ' Ymaz —Ymin ' Zmaz —Zmin

With (u;, v;,wy) being the parametric representa-
tion of the vertices of the cell (or voxel), for i, j, k, €
{0, 1}, the trilinear model f(u, v, w) is defined as

—u|, V; = |v—wv;|, and W, =
[w — wg.

A hexahedral cell is represented by vertices with
minimum coordinates (ug,vo, wo) = (0,0,0) and
maximum coordinates (uq,v1,w1) = (1,1,1), re-
spectively. A point interior to the cell has parame-
ters (u, v, w) € [0,1]3. An isosurface associated with
value |, in parametric form and set form can be written
as

T(I) = {(u,v,w) : fu,v,w) =1,0<wu,v,w<1}

)

For our ray-intersection approach, the diagonals are

used as rays and points of intersection with the trilin-

ear isosurface are computed. The equation of a ray
r(t) from vertex V to vertex W is given by

r(t)= V+t(W-V), 0<t<1, (3)
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where r(t), V and W can be represented as position
vectors or in the parametric form.

The point p being the intersection of a ray
and an implicitly defined isosurface satisfies Equa-
tions (1), (2) and (3). These conditions reduce to a
cubic equation in variable ¢, which corresponds to
the parametric representation of p on the ray, i.e.,
p = r(t), 0 < ¢t < 1. The cubic equation can be
written as

Gst? + Got? +Git+Gy = 0. 4)
The computation of its coefficients Go, Gy, G2 and
G is explained in Appendix A.

We solve Equation (4) using the analytical Car-
dan’s method (Nickalls, 1993) in case the equation
has points of inflexion or the numerical Newton-
Raphson method (Press et al., 1986) otherwise. The
intersection point(s) p is then computed using the real
root(s) of Equation (4) in Equation (3).

The roots of Equation (4) depend on the behavior of
the discriminant of the cubic or the reduced quadratic
equation, summarized in Table 1. Discriminant Ds
for Equation (4) is evaluated based on the point of in-
flexion (zn, yn) (Nickalls, 1993). We need to com-
pute

8 = (G5 -3G3G1)/(9G3),
(zn,yn) = (—=G2/(3Gs),
G3$§’V + ng?\, + Gizn + Gy), and
D3 = y3 —4G283. (5)

If G3 = 0, then the cubic equation reduces to a
quadratic one, and the quadratic discriminant D5 de-
termines the nature of the roots.

Dy = G2—4G2Gy. (6)

Table 1: Roots of governing cubic equation of trilinear func-
tion depending on its degree.

Degree Discriminant Nature of Roots
Cubic D3 >0 1 real,
2 imaginary
(Gs #0) | yv = D3 =0 | 3equalreal
yn # D3z =0 | 1distinct real,
2 equal real
D3 <0 3 distinct real
Quadratic Doy >0 2 distinct real
(Gz =0, Dy =0 2 equal real
Ga #0) D> <0 2 imaginary

An intersecting ray can produce at most three iso-
points, by virtue of the governing cubic equation.
However, for most of the cases, either one or two so-
lutions result.

3 TERMINOLOGY

The sign of a vertex of a cell is positive, when the
scalar value at the vertex is greater than or equal to
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a given isovalue, and negative otherwise. In the fol-
lowing, vertices will be denoted as “(+) vertices” and
“(-) vertices”, respectively.

We use cell diagonals to define rays, and based on
the sign of the vertices on the ray, we can have ei-
ther same-sign ended rays (+/+ or -/-) or different-
sign ended rays (+/- or -/+). In the former case there
are either zero or two solutions to the cubic equa-
tion for ray-isosurface intersection, and in the latter
there are either one or three solutions. Intuitively, an
odd number of intersections (or zeros) causes a sign
change, and an even number maintains the same sign
at the endpoints. We denote edges with same-sign
endpoints as “(+/+) or (-/-) edges”, and different-sign
ended edges as “(+/-) edges”, see Figure 2(a).

When a cell has more (+) vertices than (-) vertices,
the cell is said to be a positive cell (“(+) cell”). Simi-
larly, if the cell has more (-) vertices than (+) vertices,
it has a negative sign and is called a negative cell (“(-
) cell”). If both (+) vertices and (-) vertices are equal
in number then, the cell is a neutral cell (“(0) cell”),
with no sign. Examples of positive, negative and neu-
tral cells are shown in Figure 2(b).

A cell face with four same-sign ended diagonals
and four (+/-) edges is called an ambiguous face. An
ambiguous face separated with respect to a specific
sign (Chernyaev, 1995) (Nielson and Hamann, 1991)
means a contour on the face is a rectangular hyperbola
and the sign is that of the vertices in the quadrants
containing the hyperbola, see Figure 2(c). The sign,
with respect to which an ambiguous face is separated,
is determined using the asymptotic decider (Nielson
and Hamann, 1991). A face separated with respect to
positive sign will be denoted as “(+) ambiguous-face,”
and that with respect to negative sign will be denoted
as “(-) ambiguous-face.” Equations for the asymptotic
decider are given in Appendix A.

4 OPTIMIZATION

We use the trilinear function exhaustively for all pos-
sible configurations, and determine the topology of
the analytical isosurface. We can observe from the
analytical isosurface that there are cases where more
than one diagonal of the cell intersect the same iso-
surface component. Since evaluating the intersection
point requires a significant number of computational
operations, we optimize our algorithm by finding just
one point per disjoint piece of the isosurface within
the cell. We analyze each of the 31 cases from the ex-
haustive MC case-table (Chernyaev, 1995) (Nielson,
2003) (Lopes and Brodlie, 2003) to find the diagonals
used for intersection. A priori knowledge of diago-
nals for intersection helps us in easy computation of
isosurface points. The choice of diagonals for inter-
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Figure 2: (a) Sign of ray/edge (b) Sign of cell (c) Ambigu-
ous face with the notations used for vertices and their scalar
values in bilinear interpolation. Solid contours occur when
the face is separated with respect to positive sign, and dot-
ted contours occur when with respect to negative sign (d)
Notation for cell vertices for trilinear interpolation. Black
and white vertices are positive and negative, respectively.

section depends on the number of ambiguous faces
of the cell, the sign of the ambiguous faces (Nielson
and Hamann, 1991), and the sign of the diagonals’
vertices. However, the condition of “one-point-per-
disjoint-component” is relaxed in the case of com-
plex features inside the cell, like tunnels, as sufficient
points are needed to capture the complexity of the
manifold.

We categorize the original 14 sign-configurations
(numbered 0 to 13) of the MC-case table to five cat-
egories, based on the number of ambiguous faces.
There can be only cases with zero, one, two, three,
and six ambiguous faces, by virtue of the possible
combinations of eight connected, signed vertices. We
observe that cells with same number of ambiguous
faces show similar choices for optimal number of
rays. We define rules to distinguish between differ-
ent topological configurations, and decide which di-
agonals are to be used for intersection. The configu-
ration are represented using numerical indices, which
were used in earlier works (Chernyaev, 1995) (Lopes
and Brodlie, 2003), of the form “x,” “x.y” or “x.y.z,”
where “x” is the sign configuration, “y” the topolog-
ical configuration, and subconfiguration “z.” Niel-
son (Nielson, 2003) showed analytically that there
can be just three “levels of characterization” for the
cell configurations. We use DeVella’s necklace test
(which leads to a positive result exclusively in the
presence of tunnels) (Nielson, 2003) in a few cases
to distinguish its different topological configurations.
DeVella’s necklace test checks if two vertices on a di-
agonal are internally connected (Nielson, 2003). Its
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associated equations are explained in Appendix A.

Table 2: Types of diagonals for the 14 sign configurations
(for (+) cell, in case of non-(0) cells).

Case Diagonal types | Case Diagonal types
0 4.(-1-) 7 3 (+-), 1 (++)
1 1 (+-), 3 (+/+) 8 4 (+1-)
2 2 (+-), 2 (++) 9 4 (+-)
3 2 (+-), 2 (+1+) 10 2 (+H+), 2 (-IF)
4 1(-/-), 3 (+/+) 11 4 (+/-)
5 3(+-), 1 (+/+) 12 2 (+-), L (+/+), 1 (-1-)
6 1 (+/-), 2 (+1+), 13 4 (+-), 1 (--)

The following subsections explain the choice of
the diagonals for each sign-configuration and their re-
spective topological configurations. Table 2 lists the
different types of diagonals in each of the sign con-
figurations, and Table 3 summarizes the rules for the
diagonals to be used for the five categories. In this
section, for cases of analysis of signed cells, we will
use the example of a (+) cell, and similar analysis can
be extended to a (-) cell, by interchanging the signs of
the diagonals, ambiguous faces and the cell.

Table 3: Rules used to choose diagonals in 31 topological
configurations based on the number of ambiguous faces (for
(+) cell, in case of non-(0) cells). Notations: “AF” implies
ambiguous faces, “IP” means isosurface points, T stands for
tunnel points, DS represents disjoint surface, and (+/-)¢ (in
case 13) is the (+/-) diagonal through the common vertices
of 3 (+) ambiguous faces and 3 (-) ambiguous faces, respec-
tively.

Cases Diagonals/Rays #IP.
0AF:1,2,5, For x (#4),1 (+/-) 1
8,9,11, For4.1,1 (/) 2
4(4.1,42) For 4.2, 2 (+/+) 4(T)
1AF:3(3.1,3.2), | For3.1,2(+-) 2
6(6.1.1,6.1.2, For6.1.1, 1 (-/-) 2
6.2) For 6.1.2, 2 (+/+) 4(T)
Forx.2, 1 (+/-) 1
2 AF: 10,12 For x.1.1, 1 (+/+) 1
(x.1.1,x.1.2,x.2) Forx.1.2,2 (-/-) 4(T)
(case of 2 (+) AF. | For 10.2, 1(+/+) 1

for x.1.z) For 12.2, 1 (+/-) 1
3AF:7(7.1,7.2, For 7.1, 3 (+/-) 3
7.3,7.4.1,7.4.2) For7.2,2 (+/-) 2
For7.3,1(+/-) 1
For 7.4.1, 1 (+/+) 2
For7.4.2,3 (+/-) 3(M
6 AF: 13 (13.1, For 13.1, 4 (+/-) 4
13.2,13.3, 134, For 13.2, 3 (+/-) 3
13.5.1,13.5.2) For 13.3, 2 (+/-) 2
For 13.4, 1 (+/-) 1
For 13.5.1, 1(+/-) ¢ 3

For135.2, 1(+/-)c | 1(DS)
& 3(+1-) & 3(T)

Cases without Ambiguous Faces. Sign configura-
tions 0, 1, 2, 4, 5, 8, 9, and 11 have no ambiguous
faces, see Figure 3. We ignore case 0 in our diagonal
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analysis, as it does not intersect the isosurface. Except
for case 4, these cases have just one topological con-
figuration and one isosurface component each. It can
be seen from the analytical trilinear surface, shown in
Figure 3, that cases 1, 2, 5, 8, 9, and 11 can use a
(+/-) diagonal for intersection.

In case 4, two different topologies occur, depend-
ing on whether the vertices on the (-/-) diagonal are
“internally connected”. In configuration 4.1, the con-
tour forms disjoint surfaces, and in configuration 4.2,
they are internally connected to form a tunnel. We use
DeVella’s necklace test to distinguish between the two
subconfigurations (Nielson, 2003). For configuration
4.1, the (-/-) diagonal is used for intersection, and for
configuration 4.2, 2 of the 3 (+/+) diagonals are used
to obtain multiple points for defining the tunnel.

case 8 case 9 case 11

Figure 3: Topological configurations with no ambiguous
faces: trilinear model in yellow-orange, isopoints in black,
positive nodes in blue, rays in cyan.

Cases with One Ambiguous Face. Sign configu-
rations 3 and 6 have one ambiguous face each, as
shown in Figure 4. If a (+) cell has a (+) ambigu-
ous face (i.e., the same sign as the cell), then a sin-
gle isosurface component occurs; and if the (+) cell
has a (-) ambiguous face, then two isosurface com-
ponents occur. 3.1 and 6.1 are configurations where
there are two disjoint isosurface pieces, and 3.2 and
6.2 are configurations with a single isosurface piece.
In the case of 6.1, a same-sign ended diagonal inter-
sects the isosurfaces, and the vertices on the diagonal
may be internally connected (Nielson, 2003) to form
a tunnel. Thus, there are two subconfigurations 6.1.1
and 6.1.2, based on the absence and presence of a tun-
nel, respectively, and they are distinguished using the
DeVella’s necklace test. In the case of two isosurface
components and no tunnels (cases 3.1 and 6.1.1), for
a (+) cell, a (-/-) diagonal is used to obtain two inter-
section points. In case of 3.1, where there are no (-/-
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) diagonals, two (+/-) diagonals are used to obtain an
intersection point each. For case 6.1.2, both (+/+) di-
agonals are used to obtain four intersection points on
the tunnel. In the case of a single isosurface compo-
nent, in cases 3.2 and 6.2, a (+/-) diagonal is used to
determine an intersection point.

=" =
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case 3.1 case 3.2

———

case 6.1.1 case 6.1.2 case 6.2

Figure 4: Topological configurations with one ambiguous
face: trilinear model in yellow-orange, isopoints in black,
positive nodes in blue, rays in cyan.

Cases with Two Ambiguous Faces. Sign configu-
rations 10 and 12 have two ambiguous faces, see Fig-
ure 5. In this case, there are two topological config-
urations based on the signs of the ambiguous faces.
If both ambiguous faces are separated with respect to
the same sign, then a same-sign ended diagonal of the
cell can intersect two disjoint isosurface pieces (cases
10.1.1 and 12.1.1), or the vertices of the diagonal can
be internally connected to form tunnels (cases 10.1.2
and 12.1.2). If the ambiguous faces are separated
with respect to different signs, then a single isosur-
face piece occurs (cases 10.2 and 12.2). In the case of
a single isosurface component (cases 10.2 and 12.2),
a (+/-) diagonal is used to obtain a single intersection
point. In the case of disjoint surfaces in a configura-
tion with two (+) ambiguous faces, a (+/+) diagonal
is used to obtain two intersection points. Similarly, in
the case of two (-) ambiguous faces and disjoint sur-
faces, a (-/-) diagonal is used. In the case of a tunnel
and two (+) ambiguous faces, two (-/-) diagonals (in
case 10.1.2) or one (-/-) diagonal and two (+/-) diag-
onals (in case 12.1.2) are used. A similar extension is
done for a tunnel and two (-) ambiguous faces.

Cases with Three Ambiguous Faces. Sign config-
uration 7 has three ambiguous faces, see Figure 6. In
a (+) cell, there are four possibilities of sign combina-
tions of the three ambiguous faces, represented in set
formas (1) (+7+7+)l (2) (+v+v')v (3) (+1'7')7 and (4) ('v'l-
). In configuration 7.1, there are three (+) ambiguous
faces, which leads to three disjoint surfaces, and three
(+/-) diagonals are used as rays. In configuration 7.2
with two (+) ambiguous faces and one (-) ambiguous
face, two disjoint surfaces are formed. In this case,
two (+/-) diagonals are used through the (+) vertices
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Figure 5: Topological configurations with two ambiguous
faces: trilinear model in yellow-orange, isopoints in black,
positive nodes in blue, rays in cyan.

in one of the (+) ambiguous faces. These rays are
specifically used to ensure that one obtains one inter-
section point per surface. In configuration 7.3, with
one (+) ambiguous face and two (-) ambiguous faces,
one surface occurs, and any one of the (+/-) diagonals
can be used. In configuration 7.4 with three (-) am-
biguous faces, there are two disjoint surfaces. How-
ever, in this case the vertices on the (+/+) diagonal
can be internally connected to form a tunnel. Thus,
there are two topological subconfigurations, 7.4.1 and
7.4.2, with two disjoint surfaces and with a tunnel, re-
spectively. In case 7.4.1, a (+/+) diagonal is used to
obtain two intersection points. In case 7.4.2, all three
(+/-) diagonals are used to obtain three points on the
tunnel.

e L& 0 BN

3 i ) Il

= L.

case 7.1 case 7.2 case 7.3

— -

B

case 7.4.1 case 7.4.2

Figure 6: Topological configurations with three ambiguous
faces: trilinear model in yellow-orange, isopoints in black,
positive nodes in blue, rays in cyan.

Cases with Six Ambiguous Faces.  Sign configura-
tion 13 has six ambiguous faces and four (+/-) diag-
onals, see Figure 7. There are seven possibilities of
sign combinations of the six ambiguous faces, which
are, (1) (+ +,+,+ +,+) 2) (+,+,+,+ +, ) 3) (+,+,+,+,-

four cases, as (1) and ), (2) and (6), and (3) and (5)
are pairs of mirror cases.
In configuration 13.1 with all six (+) ambiguous
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faces, four disjoint surfaces are formed and all the
diagonals are used. In configuration 13.2 with five
(+) ambiguous faces and one (-) ambiguous face,
three disjoint surfaces are formed. Except for a diag-
onal through one of the two (+) vertices in the (-) am-
biguous face, all the other three (+/-) diagonals are
used. Specific rays are used in order to generate one
intersection point per surface piece. In configuration
13.3 with four (+) ambiguous faces and two (-) am-
biguous faces, there are two disjoint surfaces. We find
the (+) vertex that is common to all three (+) ambigu-
ous faces, and the (+/-) diagonal through this vertex is
one of the two rays used for isosurface computations.
Any one of the remaining three diagonals is used as
the second ray. In case of equal number of (+) and (-
) ambiguous faces, suppose A and B are two vertices
of the cell, such that A is common to all (+) ambigu-
ous faces and B is common to all (-) ambiguous faces.
AB is a diagonal of the cell. There are two possibil-
ities of this configuration depending on the signs of
A and B. In configuration 13.4, the sign of the com-
mon vertex is different from that of the faces (i.e., A
is a (-) vertex and B, a (+) vertex), and in configura-
tion 13.5, it is the same as that of the faces (i.e., Aisa
(+) vertex and B is a (-) vertex). In configuration 13.4,
there is one isosurface piece, and any one of the four
(+/-) diagonals can be used. In configuration 13.5,
there can be three disjoint surfaces, which can reduce
to two, in case of internal connection. In configuration
13.5.1, there are three disjoint surfaces, and three in-
tersection points are obtained from the (+/-) diagonal
through the common vertex of the three same-signed
ambiguous faces (i.e., AB). This is the unique case
where a (+/-) ray leads to three solutions. In config-
uration 13.5.2, two disjoint surfaces occur, of which
one is a tunnel. Hence, the diagonal through the com-
mon vertex of the three same-signed ambiguous faces
(AB) is used as a ray. The remaining three diagonals
are used as rays to find isosurface points for the tun-
nel. Thus, all four diagonals are used in case 13.5.2.
However the difference in the diagonals used for the
two surfaces is to be stored for connectivity during
polygonization.

5 ALGORITHM

Our algorithm involves two major steps: (1) isosur-
face point computation and (2) triangulating the iso-
surface points.

We generate a look-up table for the choice of diag-
onals in each topological configuration. This a priori
information saves a lot of computation time. Our al-
gorithm generates a vector or list of all the heteroge-
neous cells, and evaluates the topological configura-
tion of each cell. Based on its configuration, the di-
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Figure 7: Topological configurations with six ambiguous
faces: trilinear model in yellow-orange, isopoints in black,
positive nodes in blue, rays in cyan.
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Figure 8: (a) Associations of isosurface point (in red) with
vertex A (in blue), which is the endpoint of the intersect-
ing diagonal closer to the isosurface (curved lines), and
the edges “e” containing A; (b) Configurations where iso-
surface point is associated with vertex A on the intersect-
ing diagonal, and additional associations between isosur-
face point and vertices, B, are made. Blue cell vertices are
associated with the red isosurface point, the bold dotted line
is the intersecting diagonal, and the curved boundary is the
isosurface.

agonals specified in the look-up table are used to find
out the isosurface points.

We associate each isosurface point with an edge of
the cell, when the edge contains the end-point of the
diagonal (used for the respective intersection) near-
est to the isosurface point, as shown in Figure 8(a).
Certain configurations require additional associations
with vertices to make appropriate connectivity, see
Figure 8(b). The isosurface point is then associ-
ated with all the edges containing its associated ver-
tices. An edge is shared by four neighboring cells,
and thus, it can get associated with three or four
isosurface points (which are in different cells that
share the edge). The isosurface points associated
with an edge are connected to form one or two dis-
tinct non-overlapping triangles. This strategy is sim-
ilar to the connectivity used in earlier dual isosurfac-
ing works (Gibson, 1998) (Ju et al., 2002), and it re-
sults in a triangular mesh. In cases of tunnels, we
treat them as isolated cells with no neighbors and em-
ploy polygonization for its isosurface points indepen-
dently (Lopes and Brodlie, 2003).

We have applied the algorithm on some standard
datasets. Figure 1 and 9 show the resulting isosurfaces
in comparison to isosurfaces extracted using a state-
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of-the-art MC method. Superposition of both surfaces
show their similarity.

6 CONCLUSIONS

We have presented a dual isosurfacing method based
on ray intersection to determine isosurface points.
Apart from having the typical advantages of dual ap-
proaches (being able to extract sharp features, gener-
ating nice triagulations, and being extendable to iso-
surface generation from adaptively refined grids with-
out generating discontinuities), our algorithm gener-
ates topologically correct isosurfaces including tun-
nel cases and multiple isosurface components per cell,
computes exact points on the isosurface with respect
to trilinear interpolation, and does not require any nor-
mal information such as Hermite data.

The computation times of the points on the iso-
surface is considerably fast and comparable to the
performance of an MC algorithm. For the examples
shown in Figure 9, the computation times were 0.96s,
1.67s, 2.365s, and 4.08s (top to bottom). The perfor-
mance depends on the number of tunnel cases (e. g. 42
and 67 for the latter two examples). However, The
polygonization step still needs to be optimized. Using
efficient data structures like kd-trees (Gref and Klein,
2003) would improve the performance of this method
tremendously. We also plan to generalize our method
for adaptive grids or irregular meshes. Other future
directions also include developing a meshless surface
construction from the isosurface points. Moreover,
we plan to analytically calculate the translation in
the axis, using the analytical trilinear model (Nielson,
2003), and employ the designated diagonals for inter-
section.
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Figure 9: Dual contouring result (left), MC result (middle),
and comparisons of both surfaces by superposition for reg-
ular datasets of size 64x64x64 of Neghip (top) and Buck-
yhball (second), and of size 256x256x256 (rendered in 1:4)
of Bonsai (third) and Skull (bottom). (Datasets available at
http://www.volvis.org.)
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APPENDIX A

The parametric equation for the isosurface (Equation (2)) in
Section 2 can be rewritten as:

Fi(u,v,w,I) = Auvw+Buv+Cvow+Dwv+Eu+ Fv+Gw+H,
()]

where 1 is the given isovalue and T} = f(us, v, wr)
denote the vertices of a cell, see Figure 2(d). The values of
coefficientsare A = —Tpo0 +To10 — 1110 + 1100 + Too1 —
To11 + Th11 — Tr01, B = Tooo — To10 — Thoo + 1110,
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C = Tooo — Toio — Thoo + Th10, D = Tooo — Thoo —
Too1 +T1o1, B = —Tooo +T100, F = —Tooo +To10, G =
—To00 4+ Too1,and H = Tpgo — I. Let (uro, Urg wm) and
(wr, , vr, , wy, ) be the endpoints of the ray (in parametric
form). The intersection point is given, in parametric form,
by (v, v*, w*) = (ury +HtAUr, Vry FEAV, Wry +EAW,),
where Au, = Ury, — Urg, AVr = Uy — Uy, Awyr =
wy, — Wy, and parameter ¢,0 < ¢ < 1, computed using
the ray equation (Equations (3) and (4)). The coefficients
Go, G1, G2, and G3, of the cubic equation (Equation (4))
are obtained by using Equation (7), F;(u*,v*,w*,I) = 0.

Go = Fi(urg,Vrg, Wry, 1),

G1 = A(UpgUrg Awy + VrgWrg AUy + Weg Upg Avy) +
B(vrg Aty 4 try Avy) + C(wrg Avy + vrg Awy) +
D (upg Awy 4wy Au,) + EAu, + FAv, + GAw,,

Ga = A(UrgAvrAwy + Vrg Awr Aty + Wiy AupAv,) +
BAu,Av,. + CAv,.Aw, + DAw,Au,, and
Gz = Alu,Av,.Aw, .

For the asymptotic decider test (Nielson and Hamann,
1991), one uses bilinear interpolation to compute a value
V = TooTh1 — Tor1Tio — I(Too + Th1 — Tor — Tho), fora
given isovalue I, see Figure 2(c). The test states that when
V' < 0, the isocontour is a rectangular hyperbola in the first
and third quadrants, and when V' > 0, then the isocontour is
a rectangular hyperbola in the second and fourth quadrants.

DeVella’s necklace test states that if G[F;] < 0 and
DisC[F;] > 0, then there exists a tunnel in the cell (Niel-
son, 2003) for values G[F;] and Disc[F;] obtained from the
coefficients of the isosurface equation(Equation (7)):

G[Fi] = (AE — BD)(AF — BC)(AG — CD),

DisC[F;] = (AH)®+ (BG)>+ (CE)® + (DF)?
—2ABGH — 2ACEH — 2ADFH — 2BCEG
—2BDFG — 2CDEF +4AEFG +4BCDH .
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