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Abstract: Despite continuously growing network and server capacity, web performance is still often bad. Changes in version 1.1 of the hypertext transfer protocol (HTTP) have brought solutions to some of the performance problems, but daily experience shows that problems remain. In this work, we examine some characteristics of a number of popular web pages and try to get insights about what could be made to enhance overall web performance. We find that most web pages have very large numbers of small objects, something HTTP doesn’t handle very well, and that style-sheets were expected to avoid. Moreover, half of the sites we examined do not support HTTP enhancements such as persistent connections and request pipelining. Finally, most sites embed objects from multiple (and often at lot of) different hosts.

1 INTRODUCTION

The Internet is now a production network, used for daily business. The advent of the world wide web and its user friendly browsing capabilities has been the major step in making the Internet mainstream. Because of its success and the way the system and protocol (HTTP – HyperText Transfer Protocol) were designed, major performance issues have quickly appeared. Things were getting bad enough for many people to call it the “world wide wait”. Researchers involved in the design of Internet protocols have even called “abyssmal” the web protocols (Jacobson, 1995).

Most major protocol issues were solved with version 1.1 of HTTP, defined in (Fielding et al., 1999). Performance was greatly enhanced by the introduction of features such as persistent connections, buffered transmission, and request pipelining (Krishnamurthy et al., 1999). It is not clear, however, that these features are widely supported.

Despite some attempts to propose new modifications to HTTP (W3C, 2001) it is now considered that its performance is good enough, and that the protocol will not change (Mogul, 1999).

Contrary to previous Internet protocols and usages that were essentially symmetric, arguably peer to peer,¹ the web is based on an asymmetric client server model, raising scalability issues. Much work has been done on trying to address such issues: they include various content replication and load balancing techniques such as caching proxies, content distribution networks (CDNs), and server farms (Deleuze, 2004). All these systems require a large and costly infrastructure and fail to solve all the problems. Most notably, the problems of consistency maintenance among replicated servers and replication of dynamic content have proven very difficult to solve.

In the end, while more and more people are getting high speed Internet access, web performance is often not as smooth as people would expect it to be. A recent striking example is the congestion of the french government income tax web site for several weeks, forcing the government to postpone the deadline for e-citizens to declare their income (ZDNet, 2005).

In order to try and find out how things could be enhanced, we have examined the main page of about 500 popular web sites, taken from Alexa’s “Global Top 500” list (Alexa, 2005). This paper presents preliminary results of this work. We first focus on the content of the pages in Section 2. In Section 3 we examine the support of two HTTP optional features designed to improve performance: persistent connections and request pipelining. Finally, in Section 4, we

¹This is obvious for mail and net news, but also true for client server protocols such as FTP, whose traffic patterns were very symmetric.
consider the number of hosts that have to be contacted to download all embedded objects for a page. Conclusions and perspectives of future work are given in Section 5.

2 WEB CONTENT

Probably the main reason why web performance isn’t improving as network and server capacity grow is that web content is becoming increasingly rich. Figure 1 shows the cumulative distribution function (CDF) of the number of embedded objects per page. We can see that half of the web pages have more than 25 embedded objects, while almost 10% have more than 100!

Figure 1: CDF of number of embedded objects.

Table 1 shows the number of documents found and the total byte size for the most popular document types. Pictures clearly constitute the most important type, both when considering number of files and total size. An interesting point to note is how few png pictures there are. Globally, 77% of files are pictures, while they amount for 54% of bytes.

<table>
<thead>
<tr>
<th>type</th>
<th>number</th>
<th>size (kB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>image/gif</td>
<td>10648</td>
<td>23256</td>
</tr>
<tr>
<td>image/jpeg</td>
<td>2903</td>
<td>22839</td>
</tr>
<tr>
<td>application/x-javascript</td>
<td>1281</td>
<td>6632</td>
</tr>
<tr>
<td>text/html</td>
<td>868</td>
<td>9416</td>
</tr>
<tr>
<td>text/plain</td>
<td>473</td>
<td>413</td>
</tr>
<tr>
<td>text/css</td>
<td>452</td>
<td>3309</td>
</tr>
<tr>
<td>application/x-shockwave-flash</td>
<td>207</td>
<td>5836</td>
</tr>
<tr>
<td>image/png</td>
<td>86</td>
<td>192</td>
</tr>
<tr>
<td>application/octet-stream</td>
<td>60</td>
<td>1300</td>
</tr>
<tr>
<td>image/x-icon</td>
<td>55</td>
<td>144</td>
</tr>
<tr>
<td>text/javascript</td>
<td>19</td>
<td>112</td>
</tr>
</tbody>
</table>

Table 1: Document types data.

It is our opinion that such small embedded objects significantly degrade web performance. It was expected that the advent of style-sheets, by providing proper ways for web designers to control page layout, would dramatically increase the mean object size on the web (Nielsen and al., 1997). Apparently, this is still something that can be of some concern.

The second most significant contribution to web pages weight seems to be formed by presentation information such as JavaScript files and style sheets (text/css). To evaluate their weight, we divide their size by the size of the whole page, excluding pictures and flash files. Figure 3 shows the numbers (in increasing order) obtained for CSS files, JavaScript files, and both together, for the studied sites. We find that this weight is above 25% for about one third of the sites, and above 50% for at least 10% of them.

To summarize this section, most web pages embed a large number of small pictures, which can significantly affect performance. Other kinds of files such as style sheets and javascripts also have a significant weight, although much lower.
3 SUPPORT OF HTTP FEATURES

As we noted in the introduction, a major step in making HTTP more efficient has been the introduction of persistent connections and request pipelining. In the first versions of HTTP, only one transaction could be performed on a given TCP² connection. When the web became popular, web pages quickly started to embed lots of small objects, which implied opening and closing many connections for a single page download. Apart from unnecessary traffic in the network and processing at the hosts, this implied significant delays for each transaction. These are due to the time necessary to open each fresh connection, and to the TCP “slow start” congestion control mechanism, that prevents sending data at the full available rate in a just created connection (Padmanabhan and Mogul, 1994).

Persistent connections allow a client to use the same TCP connection for conducting several HTTP transactions to the same server. This saves the time that would be necessary to open a fresh connection, and providing the network isn’t congested, the slow start mechanism is impacting only the first few transactions. Following transactions are allowed to send immediately at the full available rate. It can be noted, however, that when transmission restarts on a previously idle TCP connection, the slow start mechanism is re-activated (Allman et al., 1999). This could happen in particular on a slightly overloaded web server.

Even with persistent connections, unnecessary delays may be added if the basic “stop and wait” HTTP transaction model is used. In this case, the client waits for a response for its request before sending the next request. Thus, even if the server answers as quickly as it can, there’s still an incompressible delay of one round trip time for each embedded object. Request pipelining allows the client to send many requests as in a pipeline. The server then replies to the requests.

Note that it can not reorder the requests since HTTP doesn’t provide any way to explicitly associate an answer to a request.

We have tested the web sites to try and evaluate to what extent these features are now in use. Our results are shown in Table 2. We found that 244 hosts out of the 494 main hosts for the considered web pages do accept persistent connections. Thus, 50.6 % refuse them. Only 219, i.e. 44.3 % accept the pipelining of requests. These results are particularly significant if we consider the large number of small embedded objects we found in Section 2.

Table 2: Support of persistent connections and pipelining.

<table>
<thead>
<tr>
<th>feature</th>
<th>number of hosts</th>
</tr>
</thead>
<tbody>
<tr>
<td>persistent connections</td>
<td>244</td>
</tr>
<tr>
<td>percentage</td>
<td>50.6</td>
</tr>
<tr>
<td>request pipelining</td>
<td>219</td>
</tr>
<tr>
<td>percentage</td>
<td>44.3</td>
</tr>
</tbody>
</table>

We’re currently analyzing these data. One possible explanation why persistent connections are so unpopular is that server farm systems, such as web switches (Deleuze, 2004) are easier to build if persistent connections are avoided. Server farms help in building powerful web servers. Since we have selected popular web sites, many of them may use such systems.

4 MULTIPLE HOSTS

Many web pages have their content scattered on different hosts. Apart from advertisement pictures that are often located on foreign servers, a common situation for a www.example.com site is to have all embedded pictures hosted on a second img.example.com host. While this may help to balance load on several physical servers, this forces the client to perform several DNS resolutions, and to open TCP connections to several hosts.

![Figure 4: Pages that have at least n hosts.](image-url)
Figure 4 shows how many web pages have their objects scattered on at least $n$ hosts. One notable point is that more than half of the pages are scattered on at least three hosts, while more than 10% are on at least seven hosts. We have not tried to estimate what impact the use of multiple hosts can precisely have on the perceived quality, but we’re really akin to think that more than a few hosts can’t do any good.

Web page content is thus generally spread among several hosts. We now try to find out how well this content is spread. We first define as “the biggest host” for each site the host serving the biggest part (in bytes) of the page. We define its weight as the percentage of the page it owns. Figure 5 shows what the weight of the biggest host is for sites with 2 to 5 hosts.

![Figure 5: Weight of biggest host (in bytes).](image)

It seems web page content is not well balanced among hosts for most sites. For example, the biggest host owns more than 80% of the content for 35% of the three hosts sites.

We don’t show them here for lack of space, but roughly similar (slightly better) curves are obtained if we find the biggest host and its weight based on the number of files rather than the number of bytes.

5 CONCLUSION

As a conclusion, we have found that most web pages have lots of embedded objects, and that the mean size of such embedded objects is rather small. This seems to be mainly because of small pictures used extensively in the web pages. Because of the way HTTP has been designed, such small objects can have significant negative effects on the time necessary to download the whole web page. Features such as persistent connections and request pipelining have been introduced in HTTP to mitigate these negative effects, but we found that half of the studied sites do not support them, which is rather interesting.

Finally, our results show that many sites use objects scattered on a large number of hosts. This again can significantly impact performance, mainly by forcing clients to perform many DNS resolutions. Moreover, for most sites the content is not well balanced among hosts.

Another issue we have not considered so far is the effect of server load on TCP persistent connections behavior. As we said, idle connections go in the slow start phase when transmission restarts. Thus, a slight overload on the server, by introducing small delays between responses, may result in much more delays as perceived by the client.

Finally, two points that seem worth investigating are whether correct use of style-sheets can reduce the number of small pictures in the examined web sites, and why persistent connections are so unpopular.
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