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Abstract. Pattern recognition is the discipline studying the design and operation
of systems capable to recognize patterns with specific properties in data sources.
Intrusion detection, on the other hand, is in charge of identifying anomalous ac-
tivities by analyzing a data source, be it the logs of an operating system or in the
network traffic. It is easy to find similarities between such research fields, and it is
straightforward to think of a way to combine them. As to the descriptions above,
we can imagine an Intrusion Detection System (IDS) using techniques proper
of the pattern recognition field in order to discover an attack pattern within the
network traffic. What we propose in this work is such a system, which exploits
the results of research in the field of data mining, in order to discover potential
attacks. The paper also presents some experimental results dealing with perfor-
mance of our system in a real-world operational scenario.

1 Introduction

Security of computer networks has been the subject of an intensive research activity
in the last years. New solutions and techniques have been proposed to tackle the secu-
rity issue. Firewalls and Intrusion Detection Systems (IDS) are the most well known
tools which can be employed to protect the network from malicious activities. Indeed,
firewalls are used tprevent intrusions from happening, whereas I@Sect an intru-
sion while it is happening. In particular, in order to accomplish its task, an intrusion
detection system needs to have a pre-defined set of models, or “patterns”, describing
the behaviour of both “normal” and “malicious” network users. By monitoring the real
traffic on the network, the system computes a current user profile which is compared
with a set of pre-defined models in order to detect potential intrusions.

If we look at both normal and anomalous behaviors as patterns, we can use common
pattern recognition techniques to find attack instances within the network traffic. IDS
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commonly base their detection ability on a set of attack rfepdeaking it both easy
and fast to discover well known attacks. Though, they arenoftnable to detect un-
known anomalies: even slight modifications of an attackgpatinay result in a missed
detection. The easiest techniques to use are based on sitiaekures, which are orga-
nized in databases and are usually hand-coded by a networikiattator. An attack
signature is the fingerprint of a specific attack, is stdtjodéfined and strictly related
to the attack type it is meant to detect. Pattern recogntéohniques, instead, proved
to have a higher generalization capability.

Based on the above considerations, our work aims to definanaefwork for ex-
tracting high-level knowledge from a large data set by mezngattern recognition
techniques in order to discover a set of patterns able tmdissh between normal ac-
tivities on one side and intrusions on the other. The frankvsfirst presented and
then evaluated by means of experiments conducted on real dat

2 Reated Work

This work has many liaisons with bothtrusion detectioranddata mining

As to the first research field, intrusion detection is the dietecting inappropriate,
incorrect or anomalous activity within a system, be it a Ergpst or a whole network.
An Intrusion Detection System (IDS) analyzes a data sounce after preprocessing
the input, lets a detection engine decide, based on a setssifitation criteria, whether
the analyzed input instance is normal or anomalous, givaritalde behavior model.
Intrusion Detection Systems can be grouped into three nadegoriesNetwork-based
Intrusion Detection Systenhl-IDS) [1], Host-based Intrusion Detection SystefHs
IDS) [2] [3] and Stack-based Intrusion Detection Systd@®$DS) [4]. This classifica-
tion depends on the information sources analyzed to detdatrsive activity.

Intrusion Detection Systems can be roughly classified asniggig to two main
groups as well, depending on the detection technique eraglapomaly detectioand
misuse detectiofb]. Both such techniques rely on the existence of a reliabbracter-
ization of what isnormaland what is not, in a particular networking scenario.

The main problem related to both anomaly and misuse detetgahniques resides
in the encoded models, which define normal or malicious ber&\Although some re-
cent open source IDS, such as SNGJ or Bro*[7], provide mechanisms to write new
rules that extend the detection ability of the system, sutdsrare usually hand-coded
by a security administrator. This represents a weaknesgidefinition of new normal
or malicious behaviors. Recently, many research groups fumused on the definition
of systems able to automatically build a set of models. Datang techniques are fre-
quently applied to audit data in order to compute specifiabieial models (MADAM
ID [8], ADAM [9)).

Coming to the second related research field, we recall thataardining algorithm
is referred to as the process of extracting specific modets & great amount of stored
data [10]. Machine learning or pattern recognition proessae usually exploited in

3 http://www.snort.org
4 http://www.bro-ids.org
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order to realize this extraction. These processes may ksdared as off-line processes.
In fact, all the techniques used to build intrusion detectimodels need a proper set of
audit data. The information must be labelled as either “radtror “attack” in order to
define the suitable behavioral models that represent thesdifferent categories. Such
audit data are quite complicated to obtain.

We finally mention that this work also entails an analysishaf hetwork traffic
aimed at defining a comprehensive set of so-caitathection featuresSuch a process
requires that an ad-hoc classifier is defined and implememntegigreater the capability
of the set of features to discriminate among different aatieg, the better the classifier.
Many researchers have been working on the topic in the lasyéars.

In particular, we have adopted a model descending from tegoaoposed by Stolfo
et al., who propose a set of connection features which cardssified in tree main
groups:intrinsic featurescontentfeatures, andraffic features. Intrinsic features spec-
ify general information on the current session, like theation in seconds of the con-
nection, the protocol type, the port number (i.e. the sejyithe number of bytes from
the source to the destination, etc..

The content features are related to the semantic contenprofection payload:
for example, they specify the number of failed login attesnpt the number of shell
prompts.

Finally, the traffic features can be divided in two groups:dame hosand thesame
servicefeatures. The same host features examine all the conngdtiaime last two
seconds to the same destination host of the current conneitiparticular the number
of such connections, or the rate of connections that haveYd"Srror. Instead, the
same service features examine all the connections in thénaseconds to the same
destination service of the current one.

3 Rationale and Motivation

One of the main issues related to pattern recognition imgin detection is the use of
a proper data set, containing user profiles on which the dategiprocesses work in
order to extract the patterns. In principle, an efficientcdgtatterns for the detection
has to contain all of the possible user behaviors. More@aerording to all pattern
recognition processes, the data set has to properly labdlehavior profile items with
either “normal” or “attack”. Although this might look likeraeasy task, labelling the
data imposes a pre-classification process: you have to kmaetlg which profile is
“normal” and which is not.

In order to solve the issue related to data set building, tvainnapproaches are
possible: the former relies on simulating a real-world reetnscenario, the latter builds
the set using actual traffic.

The first approach is usually adopted when applying patesgagnition techniques
to intrusion detection. The most well-known dataset is thealed KDD Cup1999
Data, which was created for the Third International Knowlkediscovery and Data
Mining Tools Competition, held within KDD-99, The Fifth letnational Conference
on Knowledge Discovery and Data Minitthat was created by the Lincoln Laboratory

® http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
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at MIT in order to conduct a comparative evaluation of intwasdetection systems,
developed under DARPA (Defense Advanced Research Prdjegacy) and AFRL
(Air Force Research Laboratory) sponsor§hip

This set was created in order to evaluate the ability of datang algorithms to
build predictive models able to distinguish between a nbbehavior and a malicious
one. The KDD Cup 1999 Data contains a set of “connection”ngcooming out from
the elaboration of raw TCPdump data. Each connection isléabas either “normal” or
“attack”. The connection records are built from a set of kiglevel connection features,
defined by Stolfo et al. [11], that are able to tell apart ndramivities from illegal
network activities.

Although widely employed, some criticisms have been raigginst thd 999 KDD
Cup Data [12]. Indeed, numerous research works analyzeifffmilties arising when
trying to reproduce actual network traffic patterns by meafremulation [13]. Actu-
ally, the major issue resides in effectively reproducing tiehavior of network traffic
sources.

Based on the considerations above, we have concluded #aDRD Cup 1999
Data can just be used to evaluate the effectiveness of tterpatcognition algorithms
under study, rather than in the real application of intrngletection.

Collecting real traffic can be considered as a viable altemapproach for the
construction of the traffic data set [14]. Although it canywffective in real-time
intrusion detection, it still presents some concerns. hi@dar, collecting the data set
by means of real traffic needs a data pre-classification psode fact, as stated before
the pattern recognition process needs a data set in whidtetsaare labelled as either
“normal” or “attack”. Indeed, no information is availablethe real traffic to distinguish
the normal activities from the malicious ones in order teelahe data set. So we have a
paradoxwe need pre-classified traffic in order to extract the modbls #o classify the
traffic. Last but not least, the issue of privacy of the informationtained in the real
network data has to be considered: payload anonymizersPaaddress spoofing tools
are needed in order to preserve sensitive information.

This work aims to develop a real time intrusion detectiorntesysbased on pattern
recognition techniques. We have adopted the real traffiectidn approach to extract
the network behavior models. We will present in the paper thatkto: (i) collect real
data from a network; (ii) elaborate such information in ergebuild and appropriately
label the associated data set. We also provide some figuoes #ie effectiveness of
the method proposed.

4 A feature-based framework for detecting attacks

The first issue that a real time intrusion detection systesrtdiace is the computation
of an up-to-date user behavior profile every time a new eveotirs on the network.
In particular, the set of features characterizing the curteffic profile has to be de-
termined every time a new packet is captured from the netwodeed, issues related
to real time features computation have been usually nesgldny previous research on

® http://ww.Il.mit.edu/IST/ideval
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pattern recognition applied to intrusion detection. Faaraple, few works have dealt
with the packet loss issue: if the profile extraction timeagder than the interarrival

time (due to either a low computation speed or a high traffe)rdome packets may be
lost, at the detriment of the detection ability.

In our previous work [15], we have evaluated the feasibiity real time intrusion
detection system. The system we developed is availablecaBtlurceForgesite. In
this section we present a different contribution, dealirip\@n approach to the off-line
extraction of models which can be profitably exploited in thal time system.

As stated before, we need a proper data set on which thempatigognition algo-
rithm works in order to extract the “detection patterns” ¢hexd for the real time clas-
sification process. With our approach, we collect real taffices. We deem that such
approach represents a desirable solution in case the cethpatterns have to be ap-
plied in an actual operational scenario (see section 3).data set has been built by
collecting real traffic on the local network at Genova NasidResearch Council (CNR).

Theraw trafficdata set contains about one million packets, equivalen&Byte of
data. The network traffic has been captured by means of theliGp tool and logged
to afile. In order to solve the pre-classification problemi@ithas already stated, re-
quires labelling the items in the data set), we have usedaguework of Genova'’s
research team. By using two different intrusion detectigstemms, researchers in Gen-
ova have analyzed the generated alert files and manuallifiddnin the logged traffic,
a set of known intrusions. We have leveraged the resultsofeisearch in order to ex-
tract the connection features record and properly labelth @ither anormal or an
attacktag, as it will be clarified in section 5.

After building the data set, we have focused on the manageofi#ime data in order
to realize the pattern recognition process. Every recotiddmiata set is composedaif
connection features, namely Stolfo’s “intrinsic” and ffrel’ features. Indeed, just few
features can be used to tell apart normal from anomaloditimthe analyzed network
scenario. In fact, some attacks can be classified only withhalsset of connection
features. This can be considered as an advantage: we caetbéudimensional space
of the data set, letting the pattern recognition processiecsimpler. Common to all
the data mining processes, the issue of feature subsetiseléx known asfeature
selection problem

In our context, we have adopted ToolDfag pattern recognition toolbox, in order
to realize the feature selection. As a selection strateggdepted Sequential Forward
Selection with the Estimated Minimum Error Probability €rion.

The last step in our work has concerned the extraction oferéthwehavior patterns
from the data set.

By using Stolfo’s connection features — which cover a widegeaof attack types
— it is possible characterize the attacks by means of a sefl@f.rSupposing that the
traffic data item can be represented in a vectorial spacdaamiaing process partitions
such a space inmormalregion and amttackregion, based on the rule set; if the vector
of features related to the current packet belongs to thisespan intrusive action is

" http://sourceforge.net/projects/s-predator
8 http://www.inf.ufes.br/ thomas/homer/tooldiag.html
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detected. In this way the rule is not referred to a singleckttiais rather used in a more
complex classification process.

In order to extract the set of rules from the data set, we hdeptad the SLIP-
PER [16] tool. SLIPPER is a rule-learning system exploiting Bamsting technique [17].

5 Experimental results

In this section we present some experimental results comzpthe attack detection ca-
pabilities attained by using the proposed approach. Wemdlhly focus on the missed
detection rate and, more important, on the false alarm waiih is a critical require-
ment for an effective intrusion detection system [18]. T@ioun other pattern recog-
nition applications a false positive rate bel6% may be a very satisfactory value, in
intrusion detection such a rate may not be acceptable. Fongbe, if we imagine to
work on a network with a packet rate 8800000 packets per hour, a false alarm rate of
0.1% would lead tol000 annoying alert messages sent to the administrator every hou
though characterized by a very low false alarm rate, the murobunjustified alerts
would be too high and would lead the administrator to ignareventually switch the
intrusion detection system off.

Table 1. Detection accuracy after feature selection

Train Error Rate|Test Error Rate| HypothesisSize  |Learning Time
Test 1 0.25% 0.35% 9 Rules, 29 Conditions 196.14s
Test 2 0.18% 0.31% 12 Rules, 46 Conditions 211.78s
Test 3 0.22% 0.28% 9 Rules, 34 Conditions 202.08s
Test 4 0.23% 0.26% 9 Rules, 31 Conditions 182.32s
Test 5 0.21% 0.32% 9 Rules, 41 Conditions 264.87s
Test 6 0.20% 0.35% 9 Rules, 31 Conditions 222.76s
Test 7 0.20% 0.31% 9 Rules, 31 Conditions 202.62s
Test 8 0.15% 0.29% 13 Rules, 45 Conditions 243.16s
Test 9 0.20% 0.30% 10 Rules, 29 Conditions 233.16s
Test 10 0.24% 0.31% 24 Rules, 85 Conditions 244.37s
Test 11 0.17% 1.38% 10 Rules, 38 Conditions 198.12s
Test 12 0.25% 0.32% 9 Rules, 31 Conditions 225.62s
Test 13 0.19% 0.29% 13 Rules, 40 Conditions 195.63
Test 14 0.17% 0.32% 7 Rules, 24 Conditions 188.12s
Test 15 0.21% 0.30% 11 Rules, 43 Conditions 223.65s
Test 16 0.23% 0.28% 4 Rules, 9 Conditions 186.62s
Test 17 0.21% 0.28% 7 Rules, 26 Conditions  246.65s
Test 18 0.17% 0.18% 14 Rules, 59 Conditions 244.29s

We ran different tests on the huge amount of data collectdteaENR laboratories
in Genova (Italy). As stated before, we havel@0000 packets log.

® http://iwww-2.cs.cmu.edu/ wcohen/slipper/
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Table 2. Detection accuracy after feature selection — Average values

Train Error Rate|Test Error Rate] HypothesisSize  |Learning Time
0.20% 0.36% 10 Rules, 37 Conditions 217.33s

Table 3. Detection accuracy after filtering and feature selection

Training Set| Test Set [Missed Detections|False Alarms
1st Half |2nd Half 33.59% 0.06%
2nd Half | 1st Half 50.41% 0.03%

Table 4. Detection accuracy without feature selection

Training Set| Test Set [Missed Detections|False Alarms
1st Half |2nd Half 13.57% 0.16%
2nd Half | 1st Half 55.32% 0.07%

Table 5. Detection accuracy after filtering without feature selection

Training Set| Test Set [Missed Detections|False Alarms
1st Half |2nd Half 13.79% 0.16%
2nd Half | 1st Half 62.19% 0.05%

Table 6. Detection accuracy without feature selection — Trin00 attack

Training Set| Test Set [Missed Detections|False Alarms
1st Half |2nd Half 4% 0%
2nd Half | 1st Half 0% 0%

Table 7. Detection accuracy after filtering and without feature selection — TrinOblatta

Training Set| Test Set [Missed Detections|False Alarms
1st Half |2nd Half 0% 0%
2nd Half | 1st Half 0% 0%

Table 8. Detection accuracy without feature selection — Scan SOCKS attack

Training Set| Test Set [Missed Detections|False Alarms
1st Half |2nd Half 5.91% 0%
2nd Half | 1st Half 38.98% 0%

Table 9. Detection accuracy after filtering and without feature selection — ScarKSG@ack

Training Set| Test Set [Missed Detections|False Alarms
1st Half |2nd Half 6.54% 0%
2nd Half | 1st Half 48.30% 0%
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First of all, we decided to subsample the data by a factdydf in order to reduce
the computation time of the results; as stated before, woskiag for the feature
selection step and SLIPPER for the classification. In thé dixperiment we first sub-
sample the data-set by choosing one connection record aenpthen we split the
subsets in two parts. On each of the half-subset obtainedevierm feature selection
and, by examining the discriminating power and the numbeyocolirrences over the
whole data set of the selected features, we choose an “aptireet of 8 features out
of the 26 features available. By “optimum” feature, we mean a featuhese ability to
discriminate between attacks and normal traffic, withinttiaéning data, is the high-
est with respect to the discriminating power of all the exsadifeatures. We consider
then, in turn and for each subset, the first half as the trgisét, and the second half
as the test set; then we swap training and test sets, usirsgtioad half of each subset
as the training set and the first half as the test set. All teeperiments are useful to
understand which is the best data set we have, as we suppbaegmo prior knowl-
edge about the discriminating power of the connection dorcluded in each one of
them. In table 1 we see the performance attained over thedéiexents. It is worth to
notice that the classification error over the test set isgpixior a couple of cases, below
0.50%, and the number of rules and conditions much lower than timeben of rules
commonly used in SNORT, which is aboLi00. Furthermore, the computation times
for the classification criteria seems to be very reasonabtmmpared with the time
required when we don’'t employ feature selection. In tablee2peint out the average
values emerging from the analysis of the presented results.

It is worth pointing out that the data we are working on camtsdme connection
records tagged ascertain During the data preparation, we decided to label as attacks
the connection records corresponding to the packets fitabssis attacks by both the
IDS used at Genova CNR; in case only one of the used toolsraisalert, in this first
experiment we decided to label the corresponding packebamal. It is straightfor-
ward, indeed, to have a doubt about this approach: what ifitleertainpackets were
attack packets? Would this affect in a meaningful way thedein capability of the
system? We had two chances: we could consideuti®ertainpackets as attacks as
well, though this would have led us to a complementary méstaith respect to the one
committed so far; we could, as well, simply discard such p&kconsidering them as
belonging to an unknown class of traffic. Thus we built andcpesed a “filtered out”
data set, made up by all the connection records correspgtalipackets whose classi-
fication was clear enough, obtained by deletinguheertainconnection records by the
set.

Again we proceeded with feature selection and obtainethgrsame way as before,
the best set of eight features. On the filtered data we de¢alddploy a test by using
the whole dataset, with no subsampling. We divided the daiagwo halves and, in
Test 1 we considered the first half as the training set, andgbend half as the test set;
in Test 2, instead, we consider the second half of the datassie training set and the
first half as the test set.

Furthermore, to test the effect of feature selection on #tedion capability of the
system, we decided not to apply subsampling, and to testdissifier on the datasets
before and after the filtering process described aboves@ahl5). We notice a very low
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false alarm rate, which is good, and a missed detection oatetimes around0%.
This might seem a not so good result, but it is not; missingttack packet does not
mean to miss the whole attack itself; in fact, an attack patteay consist of a burst
of packets thus, not detecting a few of such packets doesteinnto lose the attack.
Stressing again the false alarm rate problem, we noticdtibaate obtained within our
experiments is very low, and encouraging for the developrogthis kind of detection
techniques.

In order to strengthen these observations, we also skettdhlies 6-9, the detection
capabilities tested over two precise attacks: Trin00 arahSROCKS probe. Trin00 is
always detected by our IDS, while for Scan SOCKS we miss sdtaekapackets; any-
way, as probes are not real attacks, we can consider sudksrgead as well. Probe
attacks usually are just the preliminary phase of an attiwls it is important to de-
tect their occurrence as soon as possible, as our IDS does;vemknow a scan is in
progress, we can strengthen our defences in order to ptosystem from the attack
which will likely happen later.

As we have a little lower missed detection rate when not utagure selection,
we noticed an increase of one order of magnitude in rule tation time and number
of rules. This is due to the fact that we have to strike therzdabetween detection
accuracy, number of adopted criteria and computation time.

6 Conclusionsand Future Work

Intrusion detection system based on pattern recognitihmigues definitely represent
a very interesting tool to use. We show a very low false alaata,rwhich is the most
important requirement for an effective IDS. Though the mikdetection rate is not as
low as the false alarm rate, it is encouraging pointing oat thissing a single attack
packet does not mean to miss the whole attack itself; pdatiattack types, like scans
or probes, might make the job of an IDS harder. As to the emglviature of scan at-
tacks, we have to take into account, when evaluating thectietecapability of such
attacks, the transient which the IDS, like all the systemsaiture, is subject to. After a
short transient, indeed, also probe attacks are discoeeedeported to the administra-
tor. When using pattern recognition in intrusion detectiwa have to face the trade off
between detection accuracy and resource consumptiongvalugrresource is namely
the computation time. In this case, when not using featuezgen, we obtain a slightly
more precise detection, by producing in a very long time (&B000 seconds) a huge
number of classification criteria (ovéf0) with an even higher number of conditions.
Thus, when designing and configuring such a system, a prempiphase of trade off
evaluation is mandatory.

Of course it will be helpful, in the future, to test the propdsapproach over a set
of different classes of network traffic, as well as to injeetvnattacks and evaluate in
greater detail the attack prediction capability. Furtheren it will be the subjetc of our
future research the analysis of techniques based on neutfi@ésifiers. By using multi-
ple classification strategies, we can gather the resuétsatt by different classification
strategies, thus improving the overall attack detectigrabdity of the system.
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