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Abstract. Secure communication in ad hoc networks is an inherent problem be-
cause of the distributiveness of the nodes and the reliance on cooperation between
the nodes. All the nodes in such networks rely and trust other nodes for forward-
ing packets because of their limitation in the range of transmission. Due to the
absence of any central administrative node, verification of authenticity of nodes
is very difficult. In this paper, we propose a clusterhead-based distributed secu-
rity mechanism for securing the routes and communication in ad hoc networks.
The clusterheads act as certificate agencies and distribute certificates to the com-
municating nodes, thereby making the communication secure. The clusterheads
execute administrative functions and hold shares of network keys that are used
for communication by the nodes in respective clusters. Due to the process of
authentication, there are signalling and message overheads. Through simulation
studies, we show how the presence of clusterheads can substantially reduce these
overheads and still maintain secure communication.

1 Introduction

The absence of centralized administration or fixed network infrastructure is the essence
of peer to peer or ad hoc networks. Such networks can be established where there is no
infrastructure or in which the existing infrastructure does not meet requirements such
as deployment delay and costs. Though ad hoc networks provide huge benefit to ap-
plications like military operations, they at the same time fail to provide reliable and
secure communications. Most of the research in ad hoc networking have assumed non-
adversarial network setting or a trusted environment. Relatively little research has been
done in a more realistic setting in which an adversary may attempt to disrupt the com-
munication. A central issue concerning the design of any service in ad hoc networks is
not to rely on any centralized entities, because such entities would obviously be prone
to attacks, and also their reachability could not be guaranteed at all times for all partic-
ipants of the network. Therefore, it is not possible to implement a centralized, trusted
entity for managing network keys of the participants as performed in conventional wired
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networks, where a central trusted authority is always capaftimanaging the network
and providing the entities of the network with keys for autfigation purposes.

In this paper we propose a solution where we make the clestdehas the distrib-
utedcertificate authoritieCA) who will be vested with the charge of storing network
keys and then distributing those keys to the communicatougs after their authentic-
ity has been confirmed by the clusterheads.

The rest of the paper is organized as follows. In section 2diseuss the general
problem of securing ad hoc networks, with common attackrtiegles and methods to
tackle them. In section 3, we propose our clusterhead baskiexture and present the
mechanism through which both clusterheads and ordinargsark authenticated. We
present the simulation model in section 4 and show how theheegls vary with the
number of hops. Conclusions are drawn in the last section.

2 Securing Ad hoc Networks

Unlike wired networks where an adversary must gain physicakss to the network
wires or pass through several lines of defense at firewatlgyateways, attacks on the
wireless network can come from all directions and targehgtreode. The use of wire-
less links renders the network vulnerable to attacks ranigom passive eavesdropping
to active interfering. Moreover, mobile nodes with inadatguphysical protection are
easy to be captured, compromised and hijacked. Thus attgcksompromised node
from within the network are much damaging and hard to detachd hoc networks,
the network algorithms rely on the cooperative particqatdf all nodes and the in-
frastructure. The lack of centralized authority means thatadversaries can exploit
this vulnerability for new types of attacks designed to krib& cooperative algorithms.
The mobility of nodes on the other hand requires sophigtttatuting protocols. Thus
security is an additional problem as it is hard to identifgdrrect routing information
generated by compromised nodes or as a result of some tgpcthagmges. With slow
link, limited bandwidth, battery power constraints, no@es inclined to adopt mech-
anisms like disconnected operation and location-depdénm@rations. In a nutshell,
wireless ad hoc networks will not have a clear line of defearse every node must be
prepared to encounter any adversary directly or indirectly

2.1 Typesof Attackson Ad hoc Networks

Attacks on ad hoc networks usually try to disrupt the roufangtocols. Such attacks
fall in two categoriesrouting disruptionand resource consumptiof8]. In a routing

disruption attack, the attacker attempts to cause legitirdata packets to be routed in
a dysfunctional way. In a resource consumption attack, ttiaeler injects packets into
the network and attempts to consume valuable network reeswas memory storage,
battery life and computation power. Both attacks are irsstarof denial-of-service at-
tack. An example of routing disruption attack will be whenattacker sends forged
routing packets to create a routing loop, causing packetsat@rse nodes in a cy-
cle without reaching their destinations, consuming enargy the available bandwidth
thereby clogging the network. An attacker may also credtéaek hole in which all
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packets will be dropped. Therefore by creating a false roitethe black hole all the
packets will be discarded by the attacker thereby deplétiagetwork resources. The
attacker may also attempt to udetoursor partition the network thereby preventing a
particular set of nodes to be part of a route. The attackeratsayinclude itself into the
route and along with that add some other nodes in the routetharwise would not
have been necessary and thereby using the resources moredféred. In case of re-
source consumption attacks, the attacker tries to depleteesources of the network. It
tries to inject extra packets into the network, which maystone even more bandwidth
or computational resources as other nodes process andfbsweh packets.

2.2 General Techniquesfor Authentication and Secret Sharing

In securing a network, goals like authenticity, integrdgnfidentiality, non-repudiation
and availability are most important. Authentication of coomicating entities is of par-
ticular importance as it forms the basis for achieving theeptsecurity goals: e.g.,
encryption is not worthwhile if the communicating partnease not verified their iden-
tities before. The reason being that if the communicatindescare not authenticated
then a malicious node might join the network and particimmmunication thereby
making the use of encryption futile. Authentication of a8 and messages can be re-
alized in different ways using either symmetric (3DES, ABSasymmetric (EIGamal,
RSA) [11] cryptographic algorithms. Symmetric algorithdepend on the existence of
a pre-shared key (which does not exist in the general casgheAtication by asym-
metric cryptography requires a secure mapping of publisiteythe owner’s identities
which is often accomplished by by public key infrastructu@Kl). PKI's use digitally
signed certificates to verify a key owner’s identity. Eackrusas to prove his identity
to a certification authority (CA) and after the authority laashenticated the user it pro-
vides him with a public key with which it can then communicafi¢h other users who
in turn will have to go through the same process.

In contrast to fixed networks, a centralized PKI or even aredimed certification
authority is not feasible in ad hoc networks, due to the lackfastructure in these
kind of networks. Distributing the signing key and the fuonglity of a CA over a
number of different nodes by the means of secret sharinghaedttold cryptography is
a possible solution to this problem, Secret sharing scheesize confidentiality of a
cryptographic secret by spreading it across differentiestiAs secret sharing schemes
need no central authorities, they are predestined for adéiwoorks. One secret sharing
scheme is threshold cryptography: A trusted dealer divédgscret into, parts so that
the knowledge of: parts(k < n) allows the reconstruction of the secret, which is not
possible with the knowledge @f — 1 or fewer parts. This is called @&, n) threshold
scheme [10]. In general, a trusted dealer is a central atyteord thus another central
target for attacks. To avoid this, the participants haveadstruct the secret without
any central authority. The construction algorithm has teuea that participants can
only transmit correct values and that each participant esifwboth secret and shares,
which is called verifiable secret sharing [9]. Due to the rmeat of mobile nodes,
the topology of ad hoc networks changes frequently, and overenodes can join or
leave the network at any time. Hence, an algorithm for digting the same key to a
different set of participants is required. Such a refregfogthm [5] can be triggered
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periodically, event-based, or both. Another form of synminetryptographic algorithm
is TESLA [3] where the authors have authenticated the nodieg uime. When using
this protocol each node will be knowing the time it takes todse message to any other
intermediate node in the route. A time-stamped value wéhttbbe computed using a
Hash Function known to all the nodes and then after eachmapsgerval these values
will be made public to all the nodes.

3 Proposed Clusterhead based Authentication Architecture

Clusterheads are certain nodes in the network that aretsdlexz do some additional
jobs. They are responsible for the formationatdisterseach consisting of a number
of nodes and maintenance of the topology of the network. Atehhead does the re-
source allocation to all the nodes belonging to its clusdele to the dynamic nature
of the mobile nodes, their association and dissociatiomtbfeom clusters perturb the
stability of the network and thus reconfiguration of clusterheads évoidable. This is
an important issue since frequent clusterhead changessativaffect the performance
of other protocols such as scheduling, routing and resaaitoeation that rely on it.
Choosing clusterheads optimally is an NP-hard problemHajvever, there are a num-
ber of heuristics for choosing clusterheads depending @olfective that the network
wants to achieve.

Previously work has been done in this field where clusterhéaste been used as
certifying agencies [2]. In this paper, we do not try to prep@ new clustering algo-
rithm. Instead, we assume that there is a clustering algoniresent which judiciously
selects some of the nodes as clusterheads. It can be notetthéhausterheads will
solely be used for certification and not for any other purgigerouting or resource al-
location. Even after the clusterheads are identified, theltay remaingdlat as opposed
to hierarchical nature in usual clusterhead based networks

3.1 Network Architecture

We consider an ad hoc network consisting of nodes with eqaakinission range.
When the network is initialized only trusted nodes are presehcourse, there would
be malicious nodes during the lifetime of the network. Sjroag main focus is secure
communication, we do not investigate routing protocols asslime that some routing
algorithm is present which provides a secure route. Thoughse the concept of clus-
terheads, they do not help in routing as such and there isialpoovision for gateways
to allow inter-cluster communication. Two nodes althouging in different clusters
can still communicate with each other if they are within ttensmission range. How-
ever there has to be a mutual agreement between the two roebeshiange certificates
through the clusterheads which maintain the public keydldha nodes in its cluster.
Every clusterhead will also have information of secret keith which it can commu-
nicate with all other neighboring clusterheads.

Caching: In a session between a source-destination pair, if it sodrapthat the pair
belongs to different clusters then after the key exchangmi®e between the cluster-
heads, it will store the information about the public keyshe# node that lies in the
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other cluster in its cache. This caching feature will help thusterheads in reducing
the message overhead if in future there exists a route thalves the node from the
other cluster. However this information will not be keptliretcache forever, but will be
cleared automatically after a given time period.

Clustering: This process involves partitioning the network to identfsrtain nodes
which will become clusterheads and act as the certificateoaities. Each node has the
information about its neighboring nodes with the help ofdmasignals. We chose the
simplest of clustering algorithms to partition the networto clusters since our prime
concern is not clustering efficiently but demonstrate treeafslusterheads as adminis-
trators that can help in securing the network efficiently. 8¥sume the highest degree
[8] clustering algorithm in which the node with the highesttee is chosen to be the
clusterhead. Once a clusterhead is found, all its neighjbordhe cluster. The cluster-
ing algorithm is invoked till all the nodes have a clustedhéaattach to or itself is a
clusterhead. This of course does not guarantee a connesti®drik. Figure 2 shows a
few nodes that are isolated.

Inheriting Authority: The clusterheads having been elected are then given the info
mation with which they can create certificates and are alsnghe information of the
public keys of all the other nodes in the network and the peikay of the certificate
authority itself. Moreover the clusterheads are givengpafrshared secret keys with
which they can communicate with neighboring clusterheadargly. Each clusterhead
will then assign a pair of public and private keys to all othedes of the network at the
time of formation of the network. The nodes also have the loi(ihato generate new
public-private key pairs upon approval from the certificat¢hority.

Certificate
Authority

Fig. 1. Protocol followed in key exchange

3.2 Authentication Mechanism

Idea to use a distributed certification authority based onaaesl certification key and
threshold cryptography for securing ad hoc networks wasgigposed by Zhou and
Haas [12]. It was further developed in the COCA system [13]eme a general dis-
tributed authentication service was proposed. Recenthyjiai work was been done
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by Bechleret. al[2]. Our approach is based on the same underlying pringifdes

introduces several new concepts like a cluster-based nestiucture where the clus-
terheads are only responsible for the authentication nmestma Clusterheads would
authenticate new nodes entering the network and are alsotahlischarge their re-
sponsibilities to newly formed clusterheads. However saidituation will arise only

when the network topology changes due to the mobile natutieeofiodes. Let us now
discuss the securing scheme.

The approach of certificate authorities by Kohnfelder [1idgested the use of cer-
tificates that can be used by nodes to exchange keys withotdatong a public-key
authority. Each certificate containing a public key and pthformation is created by
the certificate authority and is given to the node with matghgrivate keys. A node will
convey its key information to the other nodes by transngttime certificate. The other
nodes can then verify that the certificate was actually eckby the certificate author-
ity and not by any other malicious node. There are few requérgs for this scheme to
work, which are given below.

e Any node can read a certificate to determine the identity adipkey of the certifi-
cate’s owner.

e Any node can verify whether the certificate originated fréma tertificate authority.

e Only the certificate authority can update the certificates.

e The certificate authority can also transfer its duties to atier node once it has
authenticated that the node israe node.

¢ Any node can also verify the currency of the certificate inmlyif the certificate is
of the latest version or not.

The general scheme [11] by which a certificate authority (€&9ures a system is
shown in figure 1. For nodd, the certificate authority provides a certificate of the form

CA F EKRauth, [T7 IDA’ KUA]

whereExr, .., IS the encryption algorithm of the certificate authorityngsits private
key, once nodel has made a request for the certific&fas the timestamp that validates
the currency of the certificatd.D 4 and KU 4 are thenode-IDand the public key of
node A respectively. Once nodé receives the certificat€ 4, it passes the certificate
to the node with which it wants to communicate (42 On receivingC 4, B will read
and verify the certificate as follows.

DkU,uin[Cal = DUuin [EK Ryin [T ID 4, KU
= (T, IDA,KUA)

The recipient node3 will use the public key of the certificate authorityU,..;»
with the decryption algorithnD to decrypt the certificate. Because the certificate is
readable only using the certificate authority’s public kegpnfirms that the certificate
came from the certificate authority and not any other maliginode. The parameters
1D, and KU 4 provide the nodeB with the name and public key of the certificate’s
holder, which is nodel.
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The timestam@" validates the currency of the certificate and also securesma c
munication even if a nodel’s private key is known by an opponemd. generates a
new private-public key pair and applies to the certificattharity for a new certifi-
cate. Meanwhile, the opponent will replay the old certictt B. If B then encrypts
messages using the compromised old public key, then thex@ppwiill read those mes-
sages. With the use of the timestamp this kind of a situatidirbe/ taken care of as the
timestamp will be indicating the currency of the certifieat&hus we see that finally
at the end of the transmission the ndelé&nows the public key ofd without the other
nodes in the network knowing. In a similar fashion ndgiavill also communicate with
the certificate authority and the same sequence will follpwhich nodeA will know
the public key of node3. Once this process is complete, both nodes can communicate
either way by encrypting the messages with their public leys decrypting with the
private keys.

Clusterheads (CA)
Ordinary nodes

Fig. 2. Proposed clusterhead based architecture

3.3 Securing the M essage Communication

In our architecture once the network has been formed andta has been discovered
the authentication mechanism is initiated. From the roofiermation, the clusterhead
identity for all the nodes participating in the route is ab&l. Our main aim is to

secure the route on a hop by hop basis. The source first cornatagiwith its next hop

neighbor in the route and then goes through the entire $gqnitocol as explained

in section 3.2. For example, the source will first commuraaith its clusterhead and
then request for a certificate for communication as

Requestsource = ExR. oy EKU, .0 [ROde — ID].

Within this request, the node will also send tiwle-1Dof the node with which it wants
to communicate. The source encrypts this message first métpublic key of the cer-
tificate authority and then with its private key. The ceréfie authority will decrypt the
message first with the public key of the source and then wsthrivate key as
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D[Requestsource] = DKU.oyroe DK Ry [ROde — ID]
= node — ID

In this way the certificate authority can verify that the naggsactually came from
the source and not from any malicious node. Once the cettfmathority knows the
node-ID of the node with which the source wants to communicate it s¢arough
its cluster to see if that node belongs to that cluster. Twemados might arise; the
node might be in the same cluster or in a different one. If inithe same cluster the
problem becomes simple. However, if the node is not in theeseloster the problem
becomes complex as the certificate authority (8ayi) will have to find and exchange
information with the new clusterhead (s@y42) to which the other node belongs.

Let us now explain the communication process. As shown irrdiQuwe observe
that there are both intra-cluster and inter-cluster roube sourcebelongs to cluster-
headA whereas thdestinatioris in clusterD. The route segmengsand7 demonstrate
inter-cluster routing. In case of segmerhere will be a mutual handshaking between
clusterheadsA and C, whereas for segmerttthere is a handshake between cluster-
headsC and D. This procedure of handshaking between two different ethstads
starts with the clusterhead asking the source about thé#tdfil of the node in the
next hop. Once the clusterhe@ti1 gets that information it will send a query with a
timestamp encrypted with its secret key to the new clustethea the source and its
next hop neighbor. The message is as follows.

Mear = Kseeret[N1,node — ID, T1]

The message will essentially ask if the next hop neighbaradlgtbelongs to that clus-
ter. The message consists of the node-ID of the next hop beigh timestamfi'l, and

a nonceN 1. The new clusterhead’(A2) after decrypting the message with the shared
secret key will authenticate that the message essentialtyedrom another cluster-
head and not from any other malicious node. Once the quesrified, the clusterhead
searches its own cluster for the target node. If found, thetethead sends the public
key of that node. The message is encrypted with the shareet &y between the two
clusterheads and the message is as follows.

MCA2 — Ksec’ret [Nl, N27 T27 KUnodele]

where, N1 is the nonce generated liyA1, N2 is the nonce generated layA2. T2

is another timestamp andlU,,,q. 1 p is the public key of the target node. OnCed1
receives this message it will re-confirm@42 by sending another message including
the nonce generated liyA2 and will also send the public key of the source(tel2.
The message that A1 sends will be as follows.

MCAl = Ksecret [NQ, T37 KUsource}

ThusC A2 knows the public key of the source.

Our architecture also proposes that once a clusterheadskagwblic key of any
other node that does not belong to its cluster, then thatkeyored for use in future
sessions. In this way after a period of time, the stored mé&dion about the public key
will bring down the message overhead. Once this handshakimgcedure is done the
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respective clusterheads will provide an encrypted ceatifithvaving the public keys of
the other node with which the respective node of the clusertsvto communicate as
explained in the protocol in section 3.2.

The clusterheads will essentially send a certificate to thdenn its cluster, for
example in our case clusterheadwill send a certificate to the source as shown in
figure 2 as below

Csou'r'ce = EKUSOHTCC [Tl, KUrLext—hop—neighbour}

Once the source receives the public key of the next-hophbeigwith which it
has to communicate, it first decrypts the certificate wittpitgate key and obtains the
public key of the next-hop-neighbor as shown below.

M = -DKRSC””CC [Csource] = [T]-) KUneztfhopfneighbaur]

The next-hop-neighbor on the other hand will go through tiraes procedure and
receive a certificate bearing information about the pubéy kf the source from its
clusterhead.

Once the nodes receive each other’s public keys they seam#éssage communica-
tion encrypted with the public key of the other node to which message is sent and
the receiving node decrypts it with its private key as thatnisewn to the nodes at the
time of setup of the network. This procedure propagatesutitrout the route until the
destination is reached.

4 Simulation Model and Results

We simulated the proposed clusterhead based authenticatchanism on a UNIX
based environment. Nodes were randomly scattered on aesgtidrof 100x 100.
Clustering was performed and some routes were obtained basmme random source-
destination pairs. We implemented the DSR[6] routing atgor to find a source des-
tination pair. Once the route between the source-destimgiair is obtained the next
task is to ensure a secure message transmission betweeoutice and destination.
For routes of various length, we calculated the messagdeadr For the same route
length, the actual message overhead will depend on thébudistn of the nodes along
the route, i.e., how many nodes belong to the same cluster@manany do not. More-
over there is a dependence of message overhead on time axcttiegecfeature of the
clusterheads come into play as with time, the key infornmetiaf more and more neigh-
boring nodes will be cached.

4.1 Results

We base our results on the message overhead against the moittmps in a route

and show the variation in figure 3 and figure 4. The messagéeadris the additional
bytes of information sent by either the clusterhead to nadedce versa in exchange
of certificates as well as the exchange of the encrypted ddteelen the nodes. This
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overhead will be more in case of inter-cluster message iesson as this would in-
volve clusterheads communicating amongst themselves fitmahauthentication and
also for transferring the public keys. Figure 3 gives therbgad against a hop length
of 5 and10 as time evolves. For both cases, there is a minimum overh&adever, at
times, the overhead spikes. This is because of mobility arelithentication of nodes
in the route. Also, the fluctuation is due to the distributairthe nodes- within same
clusters or different ones.

We also observe that as time evolves there are few abersaifdhe message over-
head and it tends to be at the minimum. This is because of teea# the clusterheads
which slowly gathers information about the public keys ofi®as nodes and become
richer in information content. The gathered informatioonidg extra overhead in inter-
cluster communication. It is obvious that the minimum mgssaverhead for routes of
length 10 would be more than that of routes of length 5.

In figure 4, we observe that when the number of hops increhseséssage over-
head is almost linear. The reason being that with time theh@aal against the number
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of hops averages out as the caching reduces the overheadeiBd there are sudden
increases in the overhead, the average is considerably.lowe

5 Conclusion

With ad hoc networks becoming increasing popular, securargmunication in such
networks is gaining importance. Securing ad hoc networksoie challenging because
of the absence of an central authority and the distribuégsrf the nodes. In this paper,
we propose a clusterhead based distributed authenticagchanism. The clusterheads
execute administrative functions and act as certificata@ge and distribute certificates
to the communicating nodes, thereby making the communpitatéecure. Simulation
experiments were conducted to study the message overhagagiahld be incurred due
to the process of authentication. The use of cache to stdskcpteys has shown to
better the performance in the long run.
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