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This paper presents a new multiple dimension predictive model based on the diagonal recurrent neural

networks (PDRNN) with a combined learning algorithm. This method can be used to predict not only
values, but also some points in the multi-dimension space. And also its applications in data mining will be
discussed in the paper. Some anaysis results show the significant improvement to ship route prediction
using the PDRNN model in database of geographic information system (GIS).

1 INTRODUCTION

The problem of prediction is denoted to estimate the
output of future according to input and output of
now and past in some system. Since Kolmogorov
presented a linear optima predictor in 1941,
different kinds of trend analysis methods and
prediction models have been used for forecasting
and contral. In this field, the time series prediction
model (Box and Jenkins, 1970) and the self-tuning
predictor (Wittenmark, 1974) were two kinds of
classical prediction methods. The tradition
prediction theories based on time series were
developed from linear auto recurrent moving
average (ARMA) models. And then these theories
were extended to nonlinear process. But, if using the
tradition predictive theories, it needs to solve the
problems: system modelling, parameter estimating,
model modifying and trend forecasting on-line.

In order to solve these problems, some
intelligent prediction methods were discussed, in
which the forward neural networks with BP
algorithm were used more popularly. Prediction
based on ANN has made an overwhelming impact
on many disciplines. But there are some difficulties
in prediction, particularly in the prediction of multi-
variable and non-steady dynamic process.

Recent years, scholars had done much research,
and made some progresses in this filed. We have
researched predictive models using neural networks,
such as an ANN-based nonlinear time series model
for fault detection and prediction in marine system
(Tang, 1998) and an adaptive predictor based on a
recurrent neural network for fault prediction and
incipient diagnosis (Tang, 2000). Furthermore a
direct multi-step adaptive predictor based on a
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diagonal recurrent neuron network was presented for
intelligent system monitoring (Dou, 2001). These
models increased the precision and self-adaptation
of prediction in a manner.

However, there existed a problem: former
prediction methods based on time series models
could only approach or predict processes with one
kind of attribute, such as temperature, pressure and
flow in an industry process, or stock values and
GDP in the economic process. In this case, every
parameter must be separately denoted if using a
traditional time series model in the dynamic process.
But some objects have more than two kinds of
attributes, and must be represented as one predictive
model. For example, a ship route has two kinds of
attributes: longitude and latitude. A satellite position
has three kinds of attributes: longitude, latitude and
dtitude. So the question of how to predict objects
with several attributes is an important problem in
practice.

This paper discusses self-adaptation prediction
methods based on ANN, and presents a multi-
dimension predictive model based on paralel
diagona recurrent neuron network (PDRNN) with
TD-DBP combined algorithms for time series multi-
step forecasting. The paper takes a step forward to
use this model in data mining of GIS. Some
simulation resolves show the model is able to predict
aship’sroute according to its position from GPS.

2 PRINCIPLE OF ANN-BASED
PREDICTOR

The basic issue of a predictor can be described as:
if the past output value series {x} is known, then
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try to design a predictor to obtain the future output
value of forward d-step x.q under the condition
of the minimum predictive errors. If x..q iS expressed
as X, (d), the model of predictor can be described as
follows:

% (d) = f(X_,t,P) (1)

Where Xi.1= [X1, Xp, ..., X1] ' iS the past output
value vector, i.e. historical data.

f (*) isacertain nonlinear function.

P is the parameter set of the system model.

The predictor is called the minimum covariance
optimal predictor, because the covariance of the
predictive error is used for criterion function J as
follows:

J =Var (x,, — % (k)) = min @)

2.1 RNN-based One-step Predictor

The ANN-based models could be used to construct
an adaptive optimal predictor for model
identification, parameter correction and value
prediction. Assuming that a class of nonlinear
processing can be represented by a nonlinear
autoregressive moving average (NARMA) model,
the NARMA (p, g) model is written as:

X=X X2 X €182 8T8 (3)

Whereg () is an unknown smooth function, and it is
assumed that E (q| Xiy X2y - 2 =0 and g has a
finite variance Var ( & ) = ¢ In this case, an
approximated condition mean predictor based on the
finite past of observationsis given by

X = g(xt—l’Xt—2’”"Xt—p’é—l’é[—Z’”"é(fq) (4)
Whereéjzxj—)A(j j=t-1t-2---,t—q

For NARMA (p, ) modelling and predicting, a
recurrent neural network was presented (Connor,
1994). The recurrent network topology is shown in
figure 1. This recurrent neural network (RNN) can
be used to approximate the NARMA (p, g) model.
The output of the basic RNN-based predictor is

% =W,f(s) )

s=W, x+W_e+0 (6)

Where f (-) is a Sigmoid function vector or other
finite continuous monotonically increasing function
Vectors;

sisastate vector of the hidden layer;

Wi, is the weight matrix between the input
layer and the hidden layer;

W, is the weight matrix from feedback units
to hidden units;

x isthe input vector;

eisthe error vector;

0 isathreshold vector.

Figure 1: Recurrent network for NARMA models

The parameters of W, W;, and Wg are
estimated by a dynamic BP learning algorithm
(Williams, 1990). That is by learning of RNN to
minimize the following error function:

1 N ~ 2
E=2 D (%= %) )

t=p+1

But, just one step prediction will make by the
basic predictor. So some improvement RNN-based
predictors had been discussed (Tang, 2000).

2.2 RNN-based Multi-step Predictor

In order to implement the multi-step prediction, the
NARMA model should be extended to:

%(d) = (X, (d i), 8.4 ,) ®
Where
ét+d—j=xt+d—j_)zt(d_j)’ j=1! 2!""q

X (@) =[%(d -0, %A=, X, X %)
The output of the multi-step RNN model is
X, = W,f(s) ©)

Where s= W, x+W e +0
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s S o s 1T
Xt :[Xt Xt+l”' Xt+d]
And the error functionis

N

1 A ~
EZE Z(Xt_xt)T(Xt_Xt) (10)

t=p+1

Using the dynamic BP learning agorithm, and
assuming that the dimensions of the input, error,
hidden and output matrices could be represented asi,
e, h, and o, the iteration formulae of the weight
values of the RNN prediction model can be obtained
asfollowing:

JE

_n = 11
Tow ()

W(k+1)=W/(k)

To the weight values of the output layer, thereis

O’E N

— =Y 1™(g)e 12
W, t; (9e, (12)
Where €, =X, — X, (13)

And | isanidentity matrix.
To the weight values between the hidden layer
and input layer, thereis

JoE U Je of (s)
S (10 @x) 2 wT). D)
aw, 2, T @0 g W) ol

'WoT €
(14)
Where ® isKronecker product.

e _{8%1 G, a%} a5

oW, B W, oW, oW,

To the weight values of the hidden layer and
feedback units, thereis

%E, =-§Nl[|e*“(|“®e)+ a8 wghjaf(s)wget

oWy 54 oW, s
(16)
Where
de | de, d&,  9d&, an
oW, | oW, oW, = oW,

3 DRNNPREDICTIVE MODELS

In order to obtain the optimal predictive value of the
future output of the analyzed system based on its
historical data, a stochastic dynamic model of the
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analyzed system should be set up, which can modify
the model parameter adaptively. A diagonal
recurrent neural network was used to represent the
dynamic process based on NARMA model (Dou,
2001). The NARMA model is defined as:

Xa = (X1 X o0 X, 64,0,8)  (18)
Where & =X, —X;, j=t-1,t2,..., 1;

h(-) isanonlinear function.

Figure 2 shows the structure of the DRNN-based
predictive model. The neural network model with
two inputs and several outputs includes three layers.
In order to redlize direct multi-steps prediction, the
output layer composes of d linear neura units. And
the middle layer (i.e. hidden layer) makes up NH
nonlinear dynamic neurons whose map function is
the sigmoid function, and each of the hidden unit
includes a self-feedback with one step delay
(recursion layer). The input layer includes two linear
neurons, and one of them accepts x..; as input signal,
another accepts %_,, which is one-step delay of the
output X. This network can be regarded as a
parsimonious version of the Elman-type network. It
has a diagona structure, that is, there is no
interaction between different dynamic neurons.

Xt Xt+1 Xt+d
' z':]

X1 %
Figure 2: DRNN-based predictive model
The transfer function of this network is described

as follows. Suppose w;; (i =1, 2, ..., NH; j =1, 2, ...,
d) are the connection weights of the output layer, A
(i=1, 2,..., NH) are the connection weights of the
recursion layer, a; (i =1, 2,..., NH) are the
connection weights of the input x.; to each of the
hidden units, a5 (i = 1, 2, ..., NH) are the connection
weights of the input % (j) to each of the hidden units,
the output of the neural unit of the output layer is
expressed as x (j), (j =1, 2,...d), the output of an
neurons of hidden layer is expressed as H; ('t ), (i
=1, 2,..., NH), the input of the neural unit of the
hidden layer is expressed as V; (t) (i = 1, 2, ...,
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NH), then the map relations of the DRNN are shown
asfellows:

NH
%(1) =D lwiH; (0) - 65] (19)
i=1

Where  H; (t) =gy (Vi(t)-6,) (20)

V (t)= AH; (t-1 +3 ()ﬂ—l - 1) +3, (X—l - 2) (21)

gn () issigmoid function, @  is the threshold of
the neural unit of output layer, 6, is the threshold
of the neuron of hidden layer. The initial conditions
of this model are H; (0) = 0 and V; (0) = 0. So the
transfer function of the neural network is a nonlinear
continuous function, and the output of the neural
network % (j) is an appropriate nonlinear function of
al input signals (Xq, Xo, ..., Xe.1)-

It is known that the supervised learning
algorithm based on the error between the actual
output and the anticipant output is not suitable for
the direct multi-step predictive model. And a neural
network with the fixed structure and parameters is
difficult or even impossible to express the inherent
dynamic performance of the uncertain nonlinear
systems. For this reason the tempora difference
(TD) learning agorithm and the dynamic back-
propagation (DBP) algorithm are synthesized for the
network training. The combined learning algorithm
will adaptively modify the parameters of the
predictive model according to the errors between the
predictive value and the actual detective value.

Suppose P‘j is the output of the jth output
neuron at t time, i.e. X(j) , P*%.;is the output of
the (j-1)th output neuron at t+1 time, i.e. X (j) . It
is obvious that P and P*', are the predictive
output value of the analyzed system at the same
time. And they should be equal if the prediction is
accurate. So the P™'; can be used as the
expectant output of the PY . This is the basis of
TD learning algorithm. The training error of one
learning sample of the DRNN is expressed as:

18 n .
eZEZ(X’[+j_Xt(J))2 (22)
j=0

According to TD learning algorithm, it can be
expressed as

L
e=>=> (P™-%(j))? (23)
24

Here P, is defined as the expectant output of X;
atttime.

4 AMULTI-DIMENSION
PREDICTOR BASED ON
PDRNN

One dimension predictive model can predict an
object with one kind of attribute. A multi-dimension
predictive model can predict an object with more
than one kind of attribute at the same time. In the
multi-dimension  predictive model, there are
different relations in different attributes and the
relations can be changed by a dynamic process. For
this reason, ANN-based adaptive predictors must be
introduced to modify the parameters of a predictive
model on-line.

41 TheFramework of PDRNN
M odel

In order to solve the predictive problem of objects
with multi-attributes, this paper presents a new
multi-dimensional predictive model based on the
diagonal recurrent neural networks (PDRNN) with a
parallel combined learning agorithm. Fig. 3 shows
the framework of PDRNN model. There are four
layers in this model, the first layer is the network
input layer; the second layer is the network input
assignment layer; the third layer is the network
hidden layer, in which every hidden unit includes a
self-feedback with one step delayed; the forth layer
is the network output layer, (the network output
layer connects with the network input layer through
one-step feedback). There are n dimension variables
to input paraléeled in the network input layer. It
solves the problem that only one variable can be
input in some one dimension predictive models, and
the PDRNN model can predicts an object with
multiple variables and attributes.

4.2 TheMathematical Description of
the PDRNN Model

As shown in figure 3, there are p input units in the
network input layer, every input unit has n
dimension variables, X, can be obtained by z,, with
one step delayed, so each attribute variable has p-1
input values in this network every time in fact. The
network input assignment layer assigns n vaues of
each variable to n sub-input layers paraleled, as
shown in equation (24). The hidden layer has n sub-
hidden layers paraleled, every sub-hidden layer has
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NH? (the number of sub hidden layer) nonlinearity
units with S functions or T functions, the value of
NH' can be changed, and every sub-hidden layer has
self-feedback with one step delayed. In this network,
n paralleled sub-networks consisted of the sub-input
layers and sub-hidden layers, al the paralel sub-
networks respectively train different attributes at the
same time. This network neglected the relations in
the different attributes and attribute values. There
are k linear units in the network output layer, which
can do d-step prediction at most. The mathematical
model could be described as follows:
The network input layer
]

[Xt’xt—li"" Xt—p
Where X, =|X2, X2, X"] (24)
Thelth parallel sub-network’s sub input layers:
[xtl ’ th—l’ T xtlfp (25)

The | th parallel sub-network’s sub hidden
layers:

HY (1) = gu (V' (1)

In equation (26), at every t time, H 'i (t) is the
output of the ith hidden unit in the Ith parallel sub-
network, Oy () is Sigmoid (S) function or Tangent
(T) function. And there:

(26)

Nl
Vli(t)=AIiHli(t—1)+ZWIiXIt—1 (27)
i=1

In equation (27), at every t time, isthe sum
of al the inputs in the ith hidden {ayagyof the | th
parallel sub-network, v 'is the normalized (relative)
fulfilment weights between the sub-input layer and
sub-hidden layer of the | th parallel sub-network, A'
isthe self-recurrent layer’ srelative weights of the ith
hidden unit in the | th paralel sub-network. Z, ; is
defined as the output of the j th output unit and
includes all the attribute values at this time. So the
output variables of the network model could be
written by equation (28) as below:

NH?! NH?2

Zij = Zalij HY% (t), Zazii HZ (),
i=1 i=1

NH"

--',Zaninni(t)
i=1

NH'
Where Ztl+j = Z alll H il (t)
i

(28)

is the jth output layer’s output of the | th attribute at
t time. In the initiaization, the threshold value of al
the nerve units were neglected at every t time, and

H'i(0)=0

Zt+k

X

t=p

Figure 3: Multi-dimension predictive model based on PDRNN
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5 THELEARNINGALGORITHM

This paper combines the time different method (TD)
and dynamic BP method to train PDRNN model. If
Z'w.; asthejth output of the Ith attribute at t time,
isthe predictive value of the Ith attribute at t+]j time,
X'y, isreal value of thelth attribute at t+] timein
the future.

In the ideal condition, z'¢,j isequal to X 'i.j,
but usually there are some errorsin practice. It could
be represented by following error function.

e' :ENZL:(X'W—ZI'”) (29

Equation (29) is the training error of the Ith
attribute at t+j time. Here use a dynamic BP method
to correct relative weighs. The learning algorithm is
asfollows

e 0¢ X'

= =—{Z'tj = X"ejH'i (1) (30
da) oX'ui oA, =Xt

Where a'jj are the normalized (relative) fulfilment
weights between the sub hidden layer and sub output
layer of the Ith paralleled sub-network.

The formula corrected of a' ij asfollows:

al(t+D=al()-¢' 2
93 (31)

- alj (t) + § (Xt+] Zt|+j )HiI (t)

Where &' islearning parameter of the Ith attribute’s
output layer, w'j; is the normalized (relative)
fulfilment weights between the sub input layer and
sub hidden layer of the Ith paralleled sub-network.

e X¥ 3¢ ax'wi aH'i(
aw'i; 0 oX't+i OH i (1) 8W'ij
(32)
oH!
_]Z_;)(Xt+] Zt+J) I]a |
The formulais corrected forw ij asfollows;
, o€’
w (t+1) = wi (D) -7 —
avv”
(33)

= Wu, ®+n Z(Xt+] Ztl+j )aizQi} (t)

Wheren' is learning parameter of the Ith attribute’s
input layer;

Ail are the self-recurrent layer’ s relative weights.
ge'  9X'wi oH'i(t)
o 0X 'wi OH i (t)  0A'

Mi—

. 34)
Nk
Z( t+j '(+j) (t)
j=0
oe'
Where P! =w,and P'(0)=0.
The formula corrected of A' asfollows:
, o€’
At+D=A@)-4 A
(35

= A (t)+lu Z(XH—] Ztlﬁ—j)a'iljpiI

Where ;' is the learning parameter of the Ith
attribute’s self-recurrent layer.

First is to adjust the network framework, make
sure of the number of input layers, hidden layers and
output layers, and the number of maximal learning
steps. The above parameters are significant for
predictive accuracy. Second initialize the network
(for new data, the initialization is random), then
ANN begins learning. Equation (29) serves as a
standard to judge the predictive value of each
attribute. In order to avoid the learning of ANN
falling into a dead area, the learning step could be
adjusted according to different attribute values. Here
a“€"” function was presented, equation (36) serves
as a standard to judge the predictive values of al the
attributes.

1 n
— > E (36)
—kix

And  E = /Zm:(q')z (37)
1=1

Where e, is the error between the real value and the
predictive value of the Ith attribute at t time, E, can
be changed according to different attributes. € is
the average error, used to judge the convergence of
the multi-dimension predictive model based on
PDRNN. Because the initidization of ANN is
random, the first couple of predictive values may be
not very good, € is computed from the kth
predictive value. The training will be stopped when
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€ is up to standard, or reset up the network
framework until € confirms to requirements.

6 SIMULATIONSAND
APPLICATION

The prediction based on PDRNN extends ANN-
based time series prediction model from a single
attribute to a multi-attribute. Figure 4 is a three-step
predictive value contrasting with real values of
straight line, real lines are rea values, “*” indicates
the predictive values. The points of straight line have
two kinds of attributes, every parallel sub-network
has ten sub input layers and fifteen sub hidden
layers. T function is used in the hidden units, the
maximum of eis 2.265¢°, € is8.36e®.

The prediction of three steps bluesactual value red: predict value
3000

2500 /

-~

A

2000

1500

1000

500

500 1000 1500

Figure 4: Predictive value contrasting

Figure 5 is a three-step predictive value of
nonlinearity as follows:

3 2xx, 0<x<2n
y= Sn(x), 2r<x<4r

The prediction of three steps blue:actual value red: predict value

180~

g -

Iatitude

time langitude

Figure 5: Prediction of nonlinearity

Figure 6 is a three-step predictive value of 3D curve
contrasting with real value, T function is used in the
hidden units, every parallel sub-network only has ten
sub input layers and fifteen sub hidden layers. The
learning step of 3D curve is more than 2D curve.
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The maximum predictive error of 3D curve is
0.0011, € is8.265¢™.

Figure 6: Prediction of 3D curve

An application process for GIS in Marine
Engineering with the predictor based on PDRNN is
shownin figure 7.

Steering  pigposing o
Ships  py Com- Predicting
puter Ship
Shipk Route
s

Collecting
Pnditinn
GPS

Figure 7: GISin Marine Engineering

In the system, data recorded abundant ship
positions from GPS, and established a database
through ACCESS. The software of GIS is ArcView
3.2 of ESRI (Goodchild, 1992). ArcView 3.2 caled
the data from ACCESS, and eliminated unnecessary
data by applying ArcView 3.2. After data pre-
processing, the ship route could be selected and
drawn in an electronic chart. Using the PDRNN
predictor the tracking of the ship route could be
forecasted.

The process of ship route prediction by means of
a PDRNN model is as follows: first, get the
distribution data of the ship’s position from GPS
(Wang, 2003), then select sample points. In this
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paper, the each sample point was selected every 2.5
hours. Figure 8 is a selected ship route. Finaly, the
ship route was predicted by means of a PDRNN
model.

Figure 8: The ship route in GIS

Figure 9 is another prediction resolve of a ship
route. This chart shows that this ship route is a
variant random process, but the predictive algorithm
based on a PDRNN model can follow this process,
and do three-step prediction. The predictive
maximum error of the ship route is 1.065¢™, € is
3.326e™. Thus the error of prediction is small.

The prediction of three steps blue:actual value red: predict value

Jatitude longitude

Figure 9: The prediction of ship route

7 CONCLUSIONS

As mentioned above, the NARMA models based on
the recurrent neural networks with a dynamic BP
algorithm is suited for trend prediction. This paper
presents a multi-dimension predictive model based
on PDRNN. This predictor could store in memory
al the past input information, network output is
some nonlinear function of al the past input, and
this model can realize a nonlinear dynamic mapping.
As a predictive model, the framework is very
simple, the dynamic behavior of this model could

regulate network frameworks with self-adaptation,
and this model could predict an object with multi-
attribute. Moreover, this paper has presented an “ € "
function, which can judge if the whole network
structure confirms to requirements, and has
presented an “input plus’ method, which can reduce
the training time. The application in ship routing
prediction shows the new predictive model is better
to predict a multiple dimension dynamic process.
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