WAREHOUSING AND MINING OF HIGHER EDUCATION DATA BY MEANS OF STATISTICAL PROCESS CONTROL
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Abstract: Data warehouses are constructed at higher education institutions (HEI) using data from transactional systems such as the student information system (SIS), the learning management system (LMS), the learning content management system (LCMS) as well as certain enterprise resource planning (ERP) modules. The most common HEI data mining applications are directed towards customer relationship management (CRM) and quality management. When students are viewed as material in manufacturing process, instead of the customer, different meaningful correlations, patterns and trends can be discovered which otherwise would have remained unexploited. As example statistical process control (SPC) - as data mining tool - is applied to student result data. This may eliminate the need to gather student-customer feedback for quality control purposes.

1 INTRODUCTION

More and more higher education institutions (HEIs) engage in the construction of data warehouses. The driving forces behind the construction of these warehouses are the need to unlock a single point of access, reduce transactional systems traffic and to enable institutional research and data mining (Yanow, 1998); (Murray, 2001).

Data mining and data warehousing are often used for purposes of quality management (Braha, 1998). Higher education is no exception: quality management and accreditation data are often organized through data warehouses (Ingham, 2002); (Besterfield-Sacre, 1998). This article investigates current practices in data warehousing and data mining at HEIs with the focus on quality management. An exercise in using student results to perform statistical process control (SPC) is presented to show how existing transactional data can be used for quality control purposes.

2 HEI DATA WAREHOUSING

The Higher Education Data Warehouse Configurations Page is being maintained as a voluntary project under the aegis of the Educase Decision Support Data Warehouse Constituency Group (Educase, 2001) and contains information on the data warehouse architecture of 51 HEIs in the USA. This is not an exhaustive record of HEI data warehouse configurations. However, it is found to be representative and an appropriate point of reference to investigate data warehousing at HEIs.

These data warehouse architectures are defined in terms of - ETL tool (extract - transform - load); - query tool and file configuration to user; and transactional systems.

2.1 ETL, Quering and Presentation

The most common databases used by HEIs (Educase, 2001) are Oracle and MS SQL server. The minority of HEIs uses specialised tools to extract, transform and load (ETL) data. The majority of HEIs either developed home grown scripts, using generic tools or uses the ETL facility of the database. Specialised front end reporting tools (e.g. BrioQuery) are most common. Generic data analysis tools, such as MS Excel and MS Access as well as home grown querying tools are used as well.

The conclusion is made that these data warehousing projects can vary from low technology experimental warehouse construction to full scale multi million dollar projects.
2.2 Transactional systems

Figure 1 shows transactional systems and interfaces used at typical HEIs, from which data can be extracted for the data warehouse.
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Figure 1: HEI transactional systems.

Gartner’s e-learning glossary (Lundy, 2002) provides definitions of most of these transactional systems:

2.2.1 Learning Management System (LMS)

“A full infrastructure on which e-learning can be built and delivered. An LMS has six main components:

- Registration capabilities.
- Administration of curriculum and courses.
- Student skills and records management.
- Student interfaces to courseware, including the ability to launch a course or interact with an LCMS.
- Learning programs administration
- External system application programming interfaces, including human resources and, optionally, enterprise resource planning (ERP) systems.

2.2.2 Learning Content Management System (LCMS)

"An integrated set of technology that manages all aspects of learning content. This includes authoring or acquisition, content history, auditing, replacement and deletion.”

2.2.3 Virtual Classroom

"An online “place” in which a course can be experienced. An instructor can facilitate, a student can participate and all participants can collaborate in the learning event; all these activities may occur synchronously or asynchronously.”

2.2.4 Student Information System (SIS)

The system used to enroll and register students, track curricula, courses and students is referred to as a student management system (SIS). According to Gartner’s e-learning glossary, the functionality of an SIS “includes transcripts and administrative details of courses taken, progress towards a degree, or completion of a curriculum of study, grades or evaluative information”.

2.2.5 Enterprise Resource Planning (ERP)

Many HEIs do not have a formal ERP system. However, systems that are part of the ERP collection can be found at most HEIs. The most prominent transactional systems contributing to the data warehouse of HEIs (Educase, 2001) are SIS, HRMS and financial management modules of the ERP system. Other systems include facilities, inventory and accommodation management as well as alumni development, research and library. As far as the SIS is concerned, most applications included are student demographics, course management and particulars of prospective students. Some of these HEIs listed commercial ERP systems by name.

Interestingly, none of the 51 HEIs (Educase, 2001) included data from commercial LMSs such as WebCT and Blackboard, although at least one of these systems is used by most of these HEIs. If LMS data are included in the data warehouse, valuable information can be mined using data such as number and types of page visited by certain students; time of visits, as well as e-mail and discussion group participation. Data-mining possibilities provided by data from the above transactional systems are investigated in the next section.

3 DATA MINING AT HIGHER EDUCATION INSTITUTIONS

"Data mining is the process of discovering meaningful new correlations, patterns and trends by sifting through large amounts of data stored in repositories and by using pattern recognition technologies as well as statistical and mathematical techniques.” (Lundy, 2002)

The meaningfulness of these new correlations, patterns and trends depends on your paradigm, since a paradigm is a set of rules and regulations that defines boundaries and determines behavior (Luhnsdaine, 1995). Students at a HEI are most often viewed as customers (student = customer paradigm). It is not surprising that within this customer-orientated
paradigm, almost all HEI applications of data warehousing and data mining are related to customer relationship management (CRM).

However, many publications on HEI quality management argue that the student should be treated as material (Willis, 1999) and (Keller, 1992). Within this student = material paradigm, different meaningful correlations, patterns and trends can be discovered which otherwise would have remained unexploited. Data mining possibilities within each of these paradigms are subsequently discussed:

### 3.1 Learner=customer Paradigm

Paradigm specific questions that are addressed by means of data mining are listed below:

- What is our universities student retention trend? (Luan, 2001)
- Which alumnus is likely to donate/pledge more? (Luan, 2001)
- Which enquiries will result in actual applications? (SPSS, 2003)
- Based on institutional trends, what is our future resource needs? (SPSS, 2003)
- What are the enrolment and migration patterns? (Weber, 2002).
- What are the registration and attendance patterns? (Kimball, 2002)
- (Luan, 2001) specifically used persistence clustering and prediction as data mining technique.

In most cases where data are used for purposes of quality management, additional data are added as gathered from survey responses of learners and alumni. This is typical of the student = customer paradigm.

### 3.2 Learner=material Paradigm

Within the learner = material paradigm, the following typical questions can be answered by means of data mining:

- Is the learning process under control?
- What are assignable sources of variation?
- What are the factors contributing to student failure/success?
- Which school/area produces students with the highest potential success rate?
- Is there a correlation between the number of hits on the LMS and the performance of the student?

Assessment is an integral part of the learning process. All students (work-in-progress) at an HEI are continually assessed (in-process inspection) and graded after each completed module. The rest of the learning process towards graduation is determined by these grades. These data can be valuable sources for process control analysis and quality management.

### 4 SPC TO MONITOR LEARNING PROCESS

Some authors debate whether or not statistical techniques should be classified data-mining techniques (Berson, 1999) and (Lee, 2001). The purpose of this article is not to contribute to this debate. Statistical techniques are included in most definitions of data mining and most publications on data mining techniques (Berson, 1999); (TwoCrows, 1999) and (Ziane, 1995). For purposes of this article, statistical analysis is adopted as data-mining technique. To be more specific the technique of statistical process control (SPC) is used for the experiment reported on in this section. SPC is indeed a statistical technique that can be used to "discover meaningful new correlations, patterns and trends by sifting through large amounts of data", which corresponds with Gartner's definition of data mining. (Lundy, 2002)

The year-end results of a group of undergraduate engineering students were used to show how statistical process control (SPC) techniques can be applied to monitor the capability of learning processes. The purpose of this exercise is to show how student results can be treated in the same way as product inspection data in order to monitor the (learning) process. For this exercise the following data and technology were used:

- Transactional system: Student information system (SIS)
- Database, ETL tool and query tool: MS Excel

The iterative knowledge discovery process by (Ziane, 1995) is used as framework. This process is shown diagrammatically in Figure 2.

### 4.1 Data cleaning and data integration

During these phases, noise and irrelevant data are removed (data cleaning) and multiple data sources are combined in a single source (data integration). For this exercise, class lists of all modules taken by a certain group of engineering students were extracted from the SIS. These data were integrated to one dimensional table with the following grain: semester mark and exam mark per student per semester.

In cleaning the data, the following were taken into account:
There is a high variation in the skills, attitudes and abilities of input material.

Parallel learning processes are being performed on the same product. The average result per student provides a quantifiable approximation of the abilities, skills and attitudes of each student. Hence, in order to reduce this "noise" caused by variation in input material, each result per student per module is divided by the average result of other modules taken by the student in a specific semester. The number of modules (N) used to calculate the average is determined by each student's individual module selection. To reduce the assignable variation in results caused by student skills and attitudes, the following formula is used to calculate the result index:

\[ I_{ij} = \frac{R_{ij}(N - 1)}{\sum_{k=1}^{N} R_{ik} - R_{ij}} \]

\( I_{ij} \) = Result index per student per module
\( R_{ij} \) = Result per student \( i \) for course \( j \)
\( N \) = Number of modules taken by student

The values of the result index are transferred to the data warehouse.

Examples of other potential sources of assignable variation that may be identified and reduces through data mining are listed:

Module combination: Different students are enrolled in different combinations of modules. Some modules may complement each other or the workload caused by this module combination can cause variation in results.

Class attendance: It is expected that there is a correlation between class attendance and academic performance. If class attendance numbers are known, the total assignable variation can be eliminated even further in order to expose the inherent learning process variation even more accurately.

Time specific assignable variation: e.g., health of student, the influence of global events on student motivation. For this experiment, this variation is eliminated by selecting modules from the same semester and year.

4.2 Data selection and transformation

Data relevant to the analysis are retrieved from the data collection (select) and transformed into forms appropriate for the mining procedure (transformation). For this experiment, all second-semester modules of a first-year engineering group were selected and duplicate entries were deleted. The fact table was pivot transformed with MS-Excel.

4.3 Data mining

As part of this phase, data mining techniques are applied to extract potentially useful patterns. The aim of this exercise is to investigate if student results can be treated in the same way as product inspection data in order to monitor the (learning) process. Hence, statistical process control (SPC) techniques are applied. The premise of statistical process control is that a sample of product measurements indicates the performance of the process (Chase, 2004). Various methods are followed to flag a process concern when the mean and standard deviations of the sample of measurements do not correlate with the expected mean and deviation.

The following issues have to be addressed when applying SPC (Chase, 2004):

- Size of samples
- Number of and frequency of samples
- Control limits

For this exercise, two measurements for each product (student) per module were available: Semester mark and Exam mark.

Hence, the sample size (n) = 2 and the number of samples = number of students.

The standard deviation (s) of the process distribution is often the basis for the calculation of the control limits. In practice, the standard deviation of the process is not known (Chase, 2004). Hence, other techniques were developed to determine control limits. The most popular of these is to use the sample
range. For this exercise the difference between the semester mark and exam mark was used accordingly to determine the control limits.

The semester and exam marks are often the means of samples of other assessment events. If data from the learning management system (LMS) can be added to the data warehouse, more information can be gathered on the variation within these samples.

For this exercise the control limits were calculated as follows:

\[
UCL = \bar{x} + 1.88 \overline{R} = 1.138 \\
LCL = \bar{x} - 1.88 \overline{R} = 0.619
\]

where \( \bar{x} \) = final result and \( \overline{R} \) = range between exam mark and semester mark.

The number of standard deviations = 3 in this case. Hence, it is can be 99.7 per cent certain that all sample means must lie between the control limits. If not, the process is not in control and/ or some assignable variation still need to be eliminated.

### 4.4 Pattern evaluation and knowledge representation

In these steps, strictly interesting patterns representing knowledge are identified and represented to the user. For this exercise control charts (Figure 3 and Figure 4) are used to present the patterns. Conventionally the x-axis of a control chart is a time series. The x-axes of Figure 3 and 4 represent the series of students sorted according to average performance.

Figure 3: X control chart: Variation NOT reduced

![Figure 3: X control chart: Variation NOT reduced](image)

The performance per student per module is shown on the y-axis. Variation caused by student abilities and attitudes are taken out of the data in Figure 4, since each result per student per module is divided by the average result for that student. The trend lines visible in Figure 3 is attributed the fact the input material variation is not taken out. Each result is divided by the average result for all students.

A considerable number of data points are found outside the control limits, if input material variation is not reduced (Figure 3). Only one data point is outside the upper control limit after the results per student per module are were divided by the average result for all other modules (Figure 4). If the control limits are revisited, using other techniques or more data, some of the out-of-control data points may fall within the control limits or more data points may fall outside the control limits.

The ascending trend shown in Figure 3, disappears when the input material variation is reduced. Interestingly another trend is found in Figure 4. As the average result per student increases the variation in student result per module reduces. This trend can be seen more clearly in Figure 5, which shows the standard deviation between results per module for each student.

If this trend can be confirmed with more data, non-linear control limits may be established.

It is shown that when reducing the input material noise, variation induced through the learning process can be identified more specifically. The next step would be to investigate reasons for this specific out of control instance. However, this investigation does not fall within the scope this article.

### 5 CONCLUSION

It is not unusual practice for HEIs to search for meaningful correlations, patterns and trends in data created
by transactional systems. It is argued in this article that the types of correlation and the trends found, depend on the mindset of the data miner. To support this argument, it is shown that within the student = material paradigm, the learning processes can be monitored by applying established SPC techniques. The limited scope of this exercise does not allow generalised conclusions, but sets the scene for future research that may include the following:

- Identifying and managing other assignable sources of variation.
- Identifying and defining control limits for the learning process, based on more data, given assignable variation.
- Given data of more learning events (as extracted from the LMS), identifying common variation in student performance per student. Applying regression to find correlation between different courses

Assessment results per student are captured by transactional systems (LMS and SIS), whether or not these are used for quality control purposes. If these data could be used for quality control purposes, time and effort could be saved in gathering quality data through surveys and by other means.
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