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Abstract. Mobile robot global path planning in a static environment is an important problem all along. The paper proposes a method of global path planning based on neural network and genetic algorithm. The neural network model of environmental information in the workspace for a robot is constructed. Using this model, the relationship between a collision avoidance path and the output of the model is established. Then the two-dimensional coding for the via-points of path is converted to one-dimensional one and the fitness of the collision avoidance path and that of the shortest distance are fused to a fitness function. The simulation results show that the proposed method is correct and effective.

1 Introduction

The path planning problem of a mobile robot can be stated as: given a start location, a goal location, and a set of obstacles distributed in a workspace: find a safe and efficient path for the robot. Thus the robot can go from the start location to the goal location without colliding with any obstacles along the path. In addition to the fundamental problem, we might also seek to optimize the plan in some way, say to minimize time required or distance traveled[1][2][3][4].

The popular methods are the visibility graph algorithm and the artificial potential field algorithm. However, the former is lack of flexibility and the latter is prone to suffer from difficulties with local minima[5][6][7]. Genetic algorithm is multi-search algorithm based on the principles of natural genetics and natural selection[8]. The major advantages of genetic algorithm are that they provide a robust search in complex spaces and are usually computationally less expensive when compared to other search algorithms. Genetic algorithm searches from a population of points and is less likely to be trapped in a local optimum. Many results exist in the literature which show the better application of genetic algorithm in robot path planning[9][10][11].

Autonomous navigation, in general, assumes an environment with known and unknown obstacles. It includes global path planning algorithms to plan the robot’s path among the known obstacles, as well as local path planning for real time obstacle-avoidance[3][4]. There is a very important problem about how to plan an optimal path in a static environment which is called static path planning and has a wide range of applications[12]. In this paper, a new technique based on the concepts of neural network and genetic algorithm is proposed.
In Section 2, we construct a neural network model of environmental information in the workspace for a robot and establish the relationship between a collision avoidance path and the output of the model using this model. Section 3 converts the two-dimensional via-points of path to one-dimensional one and fuses the fitness of both the collision avoidance path and the shortest distance to a simple fitness function. Section 4 presents the computer simulation about a robot path planning problem. Section 5 is the conclusion.

2 Environment Modeling by Neural Network

Firstly, we suppose the workspace for the robot coincides with conditions below:

1. the robot moves in a limited two-dimensional space.

   Fig. 1. The workspace for a robot

(2) the robot can be considered as a particle if the boundary of each obstacle is extend the half size of the robot’s maximal dimension in length or width direction.

   Fig. 2. The neural network for the environment
the obstacles in the workspace can be described as convex polygons.

Without loss of generality, suppose the workspace for a robot is shown in Fig. 1, and the shadowed parts represent the obstacles. According to [13], the environment can be described by the neural network shown in Fig. 2 which can be represented by equations (1).

\[
\begin{align*}
    C_i^1 &= f(T_i) \\
    T_i &= \sum_{m=1}^{M} O_{m,m} + \theta_T \\
    O_{m,m} &= f(I_{m,m}) \\
    I_{m,m} &= w_{xm} X_i + w_{ym} Y_i + \theta_{m,m}
\end{align*}
\]

where
\[C_i^1, C_i^2: \text{the outputs of the nodes of the top layer}\]
\[T_i: \text{the input of the nodes of the top layer}\]
\[\theta_T: \text{the threshold of the nodes of the top layer}\]
\[O_{m,m}: \text{the output of the } m\text{th node of the medium layer}\]
\[I_{m,m}: \text{the input of the } m\text{th node of the medium layer}\]
\[\theta_{m,m}: \text{the threshold of the } m\text{th node}\]
\[w_{xm}, w_{ym}: \text{the weights from the input layer to the medium layer}\]
\[f(x) = \frac{1}{1 + e^{-x}}: \text{the excited function}\]

(X_i,Y_i): a random point in the workspace

The output of the neural network model of each point in the workspace is 0 or 1. When \(C_i^k = 1\) \((k=1,2)\) it implies that \((X_i,Y_i)\) is in the \(k\)th obstacle region otherwise it doesn’t.

If the radius of the robot could be ignored, the robot can be regarded as a particle. When the robot arrives \((X_i,Y_i)\) whose output of the neural network model is \(C_i^k = 1\) \((k=1,2)\), it collides with the \(k\)th obstacle in the workspace. On the contrary, it doesn’t.

Thus the collision avoidance path can be described as the path in which each \((X_i,Y_i)\) whose output of the neural network model is \(C_i^k = 0\) \((k=1,2)\).

In Fig. 1, the workspace is made of two obstacles and the neural network model is simple. If more than two obstacles in the workspace, the model will be complex correspondingly. It is described in Fig. 3.
3 Path Planning Based on Genetic Algorithm

3.1 Path Coding

In genetic searching algorithm, the coding technique is important in that the length of binary strings, from the parameter sets made of the via-points of a path, as well as the size of search space determines the computational time for a given fitness function. We devise a simple coding technique to shorten the length of the binary string by projecting the two-dimensional data to one-dimensional ones as shown in Fig. 4. The aim of the algorithm is to determine the node points \((x_i, y_i)\) \((i = 1, 2, ..., n)\) that constitutes the start to the goal position. In order to reduce the length of the string, we convert the workspace XOY, in which each node point of path is two-dimensional, to a new coordinate space \(x'o'y'\), whose \(x\) axis is the line determined by the start and the goal position, in which each node point of path is one-dimensional. Then the set of the node points \(y_i\) is located in the equal distance along the \(x\) axis. Therefore, \(y_i\) becomes the search space for each via-point of the robot path and the via-point candidates are specified by the one-dimensional data.

The coding is done in float type and its structure is shown in Fig. 5.
3.2 Fitness Function

The fitness function is an important factor to the convergence and the stability of genetic algorithm. The path planning should be satisfied with collision avoidance and the shortest distance. The summation of each evaluation function weight is a typical method to construct the fitness function[11][14], but it is prone to instable and its weight coefficients are difficult to tune and determine for they are variable as the path and the obstacles change. So when we construct the fitness function, the number of evaluation functions is as small as possible. On the other hand, the two evaluation functions, collision avoidance and the shortest distance, must be fused in a fitness function.

Collision avoidance is essential to path planning and make the mobile robot travel in the workspace safely. Collision avoidance can be depicted as:

1) each via-point $y_i$ is not in the any obstacle, whose fitness value is $fit_{11}$;
2) each section $y_i, y_{i+1}$ does not intersect the any obstacle, whose fitness value is $fit_{12}$.

Suppose the workspace for the robot is shown in Fig. 4, the via-point $y_i$ can not be in the obstacle regions. Combined with the output of the neural network model, the fitness function of collision avoidance $fit_{1}$ can be described as the equation (2).

$$fit_1 = fit_{11} \times fit_{12}, \quad (2)$$
where $i$ is the $i$th point in the path. The equation (2) implies that the path is collision avoidance if the fitness value of each via-point in the path is 1 otherwise is 0.

In addition to collision avoidance, the path can be optimized for minimum distance and its fitness function $fit_2$ can be described as the equation (3).

Thus the final fitness function is constructed as the equation (4). This not only makes computation simple but also overcomes the disadvantage of the instability from the summation of evaluation function weights.

### 3.3 Genetic Operations Definition

Initial population is generated by choosing the node points randomly, in the lines through the set $x_1, x_2, \ldots, x_n$ and perpendicular to the $x$ axis in the workspace. The size of the population indicates the number of the path in the workspace. The larger size produces the more accurate path and the global optimum is likely to find, but computation time is longer correspondingly. In general, the size of the population is between [20,100], in this paper it is 30.

Selection or reproduction: It is a process in which individual strings are copied into the next population according to their fitness, i.e., the “better” strings survive to reproduce and the less highly fit strings “die”. Fitness of a string is determined by the objective function which is to be optimized. There are several different methods for determining how effectively a given string “competes” in the reproduction process. In this paper, Monte Carlo method is used. Besides, the individual smallest fitness value in the next generation is replaced by the individual highest fitness value in the previous one in order to make the optimal individual undestroyed during the evolutionary process.

Crossover: The above operation can find the optimum in the existing population but can’t produce the individuals that are different to the previous ones. Then crossover can do this by swapping characters according to some probability to create new strings so that “better” ones can be produced. The probability determines the frequency of crossover. The higher frequency gets the higher speed to the optimum, but it is probable to converge before the optimum arises. In general, the probability is
between [0.4,0.9]. In the proposed algorithm, one-point crossover is done and the crossover position and the number of points are generated randomly.

Mutation: The reproduction and the crossover can find the optimum in the existing character arrays, but sometimes fail to produce new characters that make the problem found the best solution for premature convergence. The mutation changes the characters in an individual string with a very small probability between [0.001,0.4]. Mutation brings in new possibilities for improvements and takes care of some of the lost information during crossover and reproduction. Then the fitness values of the new population’s strings are evaluated. To mutate an individual, zero mean white Gaussian noise is added to $y_i$.

4 Simulation Results

Fig. 6. Simulation results of the global path planning for Fig.4

To show how the algorithm proposed in this paper works, suppose that the number of initial population is 30, the crossover probability is 0.65, the mutation probability is 0.25, and maximal offspring generation is 1000. In this case, the final answer is showed in Fig. 6. Obstacles, start and goal position are marked as rectangles and circles respectively.

Besides, we give two further examples under multi-obstacle environment, and the results are showed in Fig. 7 and Fig. 8. In Fig. 7, the simple environment is made of five obstacles and they are depicted as rectangles. In section 2, we suppose the obstacles are convex polygons. In Fig. 8, the complicated environment is made of many obstacles and they are indicated as different shape, but all of them can be implemented using the model shown in Fig. 3 by properly extending the size of obstacles. Fig. 6,7 and 8 show that the robot can go from the start to the goal position without colliding with any obstacle in a static environment. The experiment results which demonstrate successful usage of the proposed global path planning algorithm are correct and effective.
5 Conclusion

In this paper, a global path planning algorithm based on neural network and genetic algorithm is proposed for mobile robot navigation in a static environment. Computer simulation and experimental results are given to show the feasibility of the proposed algorithm.
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