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Abstract. We report two control schemes for a two-link robot arm system using
a neuro-controller. We adopted the simultaneous perturbation learning rule for
a neuro-controller. Ordinary gradient type of learning rule uses Jacobian of the
objective system in a direct control scheme by a neural network. However, the
learning rule proposed here requires only two values of an error function. Without
Jacobian or related information of the objective robot arm, the neuro-controller
can learn an inverse of robot kinematics and dynamics, simultaneously. Some
results are shown.

1 Introduction

Neuro-Controller (NC) by a direct inverse control scheme (see Fig.1) is a promising
approach for non-linear control problems. When we use a gradient type of learning
rule such as the back-propagation method for the NC, it is essential to know Jacobian
or related information on an objective plant[1]. However, it is generally impossible or
very difficult to know the Jacobian especially for a nonlinear objective.
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Fig. 1. A basic scheme for a neuro-controller.

In this paper, we propose control schemes by neural networks (NNs) using the si-
multaneous perturbation learning rule for a two link robot arm system. This learning
rule does not directly require a derivative of an error function but only values of the
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Fig. 2. Two link robot arm system.

error function itself. Therefore, without knowing Jacobian of the objective system, we
can design a direct neuro-controller and then the neuro-controller can learn a robot
kinematics and a dynamics simultaneously. Moreover, the NC is able to adapt changing
environment through learning.

2 Simultaneous Perturbation for Neuro-Controller

The simultaneous perturbation(SP) and its applications are widely reported[1–4]. We
explain the SP learning rule with a sign vector for NCs. Now let w, J(·) and u be a
weight vector of the NC including thresholds, an error function and an input for the
robot arm, respectively. The learning rule via the SP is as follows;

wt+1 = wt − α
J(u(wt + cst)) − J(u(wt))

c
st (1)

Where, α and c are a positive learning coefficient to adjust a magnitude of a modifying
quantity and a magnitude of a perturbation, respectively. s denotes a sign vector whose
components are +1 or -1. Moreover, t is iteration.

Note that only two values of the error function J(u(w)) and J(u(w + cs)) are
used to update the weights in the neural network. Any information about the objective
plant such as Jacobian does not have to be required in this learning rule. Therefore,
this learning rule is easily applicable to the direct control scheme by NCs for a plant
including unknown and/or unmodeled factors.

It is known that the learning rule has the following property[1]. That is, the learning
rule is a kind of stochastic gradient learning rule.

E

(

J(u(wt + cst)) − J(u(wt))

c
st

)

=
∂J(u(wt))

∂w

(2)

Note that the SP learning rule is not a merely expansion of the ordinary finite dif-
ference approximation. In our case, we have to adjust plural parameters, that is, weight
values in the NC. The number of the weights is relatively large. If we simply use the
finite difference, we have to know many values of the error J for all weights to update.
On the other hand, the SP method requires only two values of the error, even if the
number of the weights of the NC is large.
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3 Control Scheme 1

3.1 Configuration

We consider the two-link robot arm (see Fig.2) as an objective nonlinear plant. Now our
problem is to control the end of the link-2 of the robot arm in Fig.2. Then purpose of
the NC is to generate proper torque values for the two links.

Fig.3 shows overall configuration of the robot system using a NC. For one trial, the
NC with certain weights outputs a series of torque signals to the robot arm. Then we
have a locus. Thus we can obtain a value of the error function as follows;

J(u(w)) =
∑

i

(

(xi − xdi)
2 + (yi − ydi)

2
)

(3)

Where, xi, yi and xdi, ydi denote actual position of the top and its desired position,
respectively. With the perturbation, we make a trial again and obtain a value of the error.
Using these two values and Eq.(1), we update the weights. We repeat this procedure.
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Fig. 3. Overall configuration of control scheme 1.

The objective plant has a dynamics. Therefore, a simple multi-layered neural net-
work cannot control the plant, since the network does not have any dynamics. Basically,
the NC consists of two multi-layered neural networks shown in Fig.4. However, the
neural networks have time-delayed feedback inputs from outputs of the networks. This
feedback gives dynamics to the networks.

Both networks have 14 neurons in input layer, 20 neurons in middle layer, 1 neuron
in output layer. The NC uses desired position, angles θ1 and θ2, velocities of the angles
θ̇1 and θ̇2, accelerations of the angles θ̈1 and θ̈2, time-delayed outputs of the network as
inputs. Outputs correspond to torque of the link-1 and the link-2.
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Fig. 4. Neuro-controller used here.

3.2 Result

We consider some practical tasks for the system. Using a proper model of the robot arm,
we have a simulation result(see Fig.5) for locus control. Then the learning coefficient
α = 0.0005 and the perturbation c = 0.00008. After 10000 times learning, locus of the
top is close to a desired one. The error value decreases as iteration proceeds.

Next, we consider a movement of the top to a certain point. Fig.6 shows a result
of the actual robot arm. After pre-training by simulation, the NC is used for the actual
system. Then the learning process and operations themselves are carried out simultane-
ously. α = 0.01 and c = 0.05. After 10 times learning by the actual system, the top
moves to a target point. Before the learning, the top stopped at a point that is different
from the target. As is shown in Fig.6(b), the error decreases.

The learning coefficient α and the perturbation c are determined empirically. How-
ever, the learning rule is not so sensitive to these values.
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(a) Loci before and after learning. (b) Change of squared error.

Fig. 5. Simulation result for a locus.
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Fig. 6. Experimental result for a target point.

4 Control Scheme 2

4.1 Configuration

Next, we consider more complicated configuration to handle the problem. We prepare
two NNs. One neural network is for kinematics. Inputs of the network are desired po-
sition of the top of the arm in xy coordinate. Outputs are angles for the two arms. The
neural network must learn an inverse kinematics of the robot arm system. The second
neural network is a recurrent neural network (RNN). Inputs of the network are the an-
gles of the arm, that is, the outputs of the first network and state of the objective robot
arm. Outputs are torque values for the two links. The second network must learn an
inverse dynamics of the plant. The configuration is depicted in Fig.7.

In this case, it is difficult to carry out the learning of these two NNs, simultaneously.
As same as the previous configuration, if we use an ordinary gradient method to update
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Fig. 7. Overall configuration of control scheme 2.

the weights in these two networks, it is essential to know the Jacobian of the plant. On
the hand, our approach does not require the information.

The first NN for the kinematics updates their weights based on the error defined by
the output angles and the actual angles of the two links of the robot arm. Moreover, the
second RNN learns the dynamics using the error defined by the actual xy position of
the robot arm and the corresponding desired position.

4.2 Simulation result
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Fig. 8. Change of errors.

We consider a task to move the top of the arm to a certain point using the control scheme
2.
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Fig. 9. Simulation result.

Fig.8 shows changes of the errors for the kinematics and the dynamics. This simu-
lation result reveals that 1000 learning gives proper accuracy to move the top of the arm
to the desired position. Then, α = 0.0008 and c = 0.0003.

Fig.9 is xy position of the top. After 3000 learning, the top moves to the desired
position. This shows that the first NN and the second NN learn the inverse kinematics
and the inverse dynamics properly.

5 Conclusion

This paper describes two control schemes for the two link robot arm. In these control
schemes, the NNs learn the inverse of the kinematics and the dynamics of the objective
robot system without Jacobian of the plant. The simultaneous perturbation learning rule
makes this possible.
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